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Utah Academy of Sciences, Arts, and Letters

History: Founded 3 April 1908, the Utah Academy of Sciences was
organized "to promote investigations and diffuse knowledge in all areas
of science." Beginning in 1923, the Academy started publishing the
papers presented in its annual meetings in Proceedings. In June 1933 at
the annual meeting, the Academy was enlarged to include arts and
letters, and the name was changed to the Utah Academy of Sciences,
Arts, and Letters. Articles of incorporation and non-profit organization
status were accepted by the Academy membership at the spring
meeting in April 1959. In 1977, the name of the journal of the
Academy was changed from Proceedings to Encyclia. It became a
refereed journal at this time. In the mid 1980s, the scope of the
Academy was expanded further to include (1) business, (2) education,
(3) engineering, (4) library information and instruction, and (5) health,
physical education, and recreation. Beginning with the 1998 issue, the
journal became The Journal of the Utah Academy of Sciences, Arts, and
Letters.

Annual Meeting: The Academy's annual meetings are normally held
in the spring on one of the Utah campuses of higher education. The
plenary session is called the Tanner Lecture, endowed by Mr. O.C.
Tanner in 1986.

Best Paper Awards: The best paper presented in every division is
given a cash award, which is presented at the Academy's "Awards
Evening" held the following fall.

Distinguished Service Awards: The Academy recognizes outstanding
contributions to teaching and scholarship by means of annual
Distinguished Service Awards, alternating every other year between
disciplines.

Membership: When the Academy was founded in 1908, membership
was by nomination, ratified by the Council, and elected by a "three-
fourths votes of members present." Today, the Academy's membership
is available by application.

Institutional Members: All Utah institutions of higher education are
members of the Utah Academy. The Academy appreciates their
patronage.



Publication Policy

The Journal of the Utah Academy of Sciences, Arts, and Letters publishes
works in all of the fields of study encompassed in the Academy’s mission. Pa-
pers published in The Journal of the Utah Academy of Sciences, Arts, and Let-
ters are drawn from papers presented by members in good standing at the
annual conference of the Utah Academy. To qualify for publication, the papers
must be recommended through a refereeing system.

Presenters are encouraged to publish their paper in The Journal of the
Utah Academy. The Journal’s criteria are that a submission is (1) fresh, mean-
ingful scholarly insight on its subject; (2) readable and well written; and (3) of
general interest for an academic readership beyond the author’s field.

If you wish your paper to be considered for publication in The Journal,
please submit a Microsoft Word document to the section editor of the appropri-
ate section by the indicated deadline. Contact information for the section edi-
tors is available on the Utah Academy’s website (www.utahacademy.org).

The Journal of the Utah Academy is a refereed journal. Editorial responses
will be forthcoming after the resumption of school the following fall when
referees have returned their comments to the division chairs.

Papers should be between ten and twenty double-spaced pages. Detailed
instructions to authors are available at http://www.utahacademy.org/
Instructions_for Authors.pdf.

Among the bibliographic services listing at Bowker Serials
Bibliographies and The Standard Periodical Direction. Indexing and abstracting
services that cite articles in the journal include Arts and Humanities Citation
Index, Biosciences Information Services, Current Geographical Publicatoin,
Chemical Abstracts, Mathematical Reviews, MLA Biography, Sociological
Abstracts, Excerpta Botanica, Social Planning, Policy and Development
Abstracts, Language and Language Behavior Abstracts, Index to Scientific
Technical Proceedings, and Index to Social Sciences, and Humanities
Proceedings.
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DISTINGUISHED SERVICE AWARD

The Distinguished Service Award is given to an academic professional
for exceptional service to the higher education community in Utah.

Jean B. Cheney
Utah Humanities

Jean Cheney joined the staff of Utah Humanities in 1997 after a career
teaching literature and writing in colleges and high schools around the
country. In 2005, she founded the Venture Course, a free, college- level
humanities course for adults “of modest means who dare to dream,”
modeled on the Clemente Course begun in New York City by Earl
Shorris in 1995, and awarded a 2014 National Humanities Medal by
President Barack Obama. Venture is offered by Utah Humanities in
several communities, through partnerships with local colleges and uni-
versities. In 2013, under her leadership, Utah Humanities began the
high school Clemente Course as a pilot at East High School in Salt
Lake City. Clemente is an interdisciplinary humanities course, taught in
the high school by college faculty, with the goal of encouraging under-
served students to enroll in college. In 2015, Jean was awarded a Ful-
bright grant to teach literature at Southwestern University in
Chongqing, China, and to lecture around China about American envi-
ronmental writing. She is the lead author of Hope, Heart, and the Hu-
manities, a book about the beginning of the Venture Course in Utah,
published by the University of Utah Press in 2016. She has a Ph.D. in
English from the University of California, Davis, and a M.A.T. from
Duke University.



ACADEMY FELLOW 2018

Spencer H. Blake
Salt Lake Community College

Spencer H. Blake is a Professor of Sociology at Salt Lake Com-
munity College, where he recently served for five years as the Associ-
ate Dean for Psychology & Social Science. In addition to his time at
Salt Lake Community College, he taught as an Adjunct Professor at
Weber State University and Brigham Young University. He received
his MA with Honors from Regis University and his BS from Brigham
Young University. He has served the Utah Academy in many capaci-
ties, including board service as Member at Large (2001-2004), as chair
of the Social Sciences Division (2004—2007), and in the Utah Academy
Presidential chain (2007-2012). In 2007, during Spencer’s service as
President Elect, the Utah Academy celebrated its centennial year, and
he was involved in producing the Centennial history of the Academy.

One of Spencer’s remarkable gifts that fits in well with the mis-
sion of the Utah Academy is his commitment to helping undergraduate
students at teaching institutions do their own research and present their
results at the Utah Academy. Many found their love of research
through Spencer’s mentoring over the years.

Spencer’s deep commitment to interdisciplinary studies fits natu-
rally with the mission of the Utah Academy, which has long promoted
interdisciplinary collaboration. Spencer is a natural collaborator, form-
ing, developing, and supporting collaborative work across disciplines.

Spencer has developed a love for the Intermountain West through
his work in the Utah Academy. This developed into a research area for
him, resulting in a textbook written with his father, Reed H. Blake.
Many of the topics were presented at Utah Academy meetings before
finding their way into the textbook.



O.C. TANNER LECTURE
“Enlightenment in Dark Times: Literary Responses to
Unsettling Events in Historical Germany”

Scott Abbott
Utah Valley University

Scott Abbott is Professor of Integrated Studies, Humanities, and
Philosophy at Utah Valley University. His Ph.D. in German Studies is
from Princeton University. His books include Fictions of Freemasonry:
Freemasonry and the German Novel, two books with Serbian novelist
Zarko Radakovié—Repetitions and Vampires and A Reasonable
Dictionary, and a book with botanist Sam Rushforth—Wild Rides and
Wildflowers: Philosophy and Botany with Bikes. A book of fraternal
meditations after the death of his brother John of AIDS, Immortal for
Quite Some Time, was published by the University of Utah Press in
2016. A book about the construction of meaning of barbed wire, written
with his wife, historian Lyn Bennett, will appear in the fall of 2017
with Texas A&M University Press. He has translated several works by
the contemporary Austrian writer Peter Handke, and with geneticist
Daniel Fairbanks he recently published a Darwinized translation of
Gregor Mendel’s article “Experiments on Plant Hybrids.”



JOHN & OLGA GARDNER PRIZE
The Gardner Prize is awarded annually for exceptional achievement by
an academic professional in Utah.

Margaret Pabst Battin
University of Utah

Margaret Pabst Battin (nicknamed Peggy) is Distinguished
Professor of Philosophy and Adjunct Professor of Internal Medicine,
Division of Medical Ethics, at the University of Utah. She is a graduate
of Bryn Mawr College and holds an M.F.A. in fiction-writing and a
Ph.D. in philosophy from the University of California at Irvine. The
author of prize-winning short stories, she has authored, co-authored,
edited, or co-edited some 20 books, among them a study of
philosophical issues in suicide; a scholarly edition of John Donne’s
Biathanatos; Puzzles About Art, a volume of case-puzzles in aesthetics;
Ethics in the Sanctuary, a study of ethical issues in organized religion;
and a collection of her essays on end-of-life issues, The Least Worst
Death. She has also been engaged in research on active euthanasia and
assisted suicide in the Netherlands. In 1997, she received the University
of Utah’s Distinguished Research award, and in 2000, she received the
Rosenblatt Prize, the University of Utah’s most prestigious award. She
was named Distinguished Honors Professor in 2002-03. A second
collection of her essays (and fiction) on end-of-life issues is entitled
Ending Life (Oxford 2005). She is the lead author of two multiauthored
projects, Drugs and Justice (Oxford, 2008) and The Patient as Victim
and Vector: Ethics and Infectious Disease (Oxford, 2009). She is the
general editor of The Ethics of Suicide: Historical Sources (Oxford
2015), an extensive sourcebook coupled with an online Digital Archive
hosted by the academic library at the University of Utah
<ethicsofsuicide.lib.utah.edu>. She is currently completing Sex &
Consequences, a book on large-scale reproductive issues, including
world population growth and reproductive rights. She is also at work on
a set of novel considerations about urban design in the light of
ecological, environmental, resource-use, and social issues, called “How
to Live in an Italian Hill Town and Still Get to Walmart.” She has been
named one of the “Mothers of Bioethics.”



HONORARY MEMBER 2018

Robert (Archie) Archuleta

Robert “Archie” Archuleta stands as a lifelong advocate for
education and community engagement in all its forms. Born in Grand
Junction, Colorado, Archie worked his way toward a BA in Social
Sciences from Idaho State College and completed his postgraduate
work at the University of Utah in education. He taught elementary
school in the Salt Lake City School District from 1953 through 1987
and was an Adjunct Professor of Sociology at Salt Lake Community
College. Upon retiring, Archie continued his commitment to
community and civic engagement, working to carve out spaces for
voices throughout Utah. He has been an active member of numerous
organizations devoted to activism and advocacy. Hi is currently the
President of the Board of the Utah Coalition of La Raza, as well as a
member of numerous boards such as the Utah Humanities Council,
Centro Civico Mexicano, Concerned Citizens Committee, and many
others. His list of awards is as voluminous as his service, including the
Quixote Lifetime Achievement Award from the Utah Hispanic
Chamber of Commerce and the Charles E. Bennet Humanitarian and
Civil Rights Award from the Utah Education Association. All of these
achievement speak clearly about his contribution to education. Yet
what repeatedly emerged upon Archie’s selection for the Utah
Academy’s Honorary Member Award was his approach in achieving
these remarkable successes. Every person who spoke of Archie
emphasized his caring, thoughtful, and devoted approach to serving all
communities and peoples, but particularly those who are
underrepresented and often unheard. He is recognized throughout Utah
as a well-respeted and admired advocate. It is our honor to join with
many others to thank and commend Archie for his outstanding
contribution by awarding him the Utah Academy of Sciences, Arts, and
Letters Honorary Member Award.
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Intellectual Theft or Creative
License? Copyright Education and
the Visual Arts

Courtney R. Davis
Utah Valley University

Abstract

This paper explores the ethical responsibility of teaching students of
the visual arts about the importance of copyright protections and
restrictions. This responsibility stems from the historical purpose of
copyright, as well as contemporary applications. Although the
parameters and protections of intellectual property law have been
debated for centuries, contemporary technology has exacerbated the
moral and ethical need to educate students about the rights and
restrictions associated with the use of creative content. Our highly
visual, content-saturated e-world has produced several alarming
trends, such as the mistaken assumption that online content is different
from and therefore not protected by the same copyright laws as
tangible, printed material, as well as the “who will ever know?” or
“catch me if you can” approaches to content appropriation. To
prepare students for the arts profession, the author proposes four
moral obligations with respect to arts educators: 1) raising awareness
about copyright protections and restrictions,; 2) disseminating accurate
information; 3) helping students understand when fair use is
appropriate; and 4) practicing ethical behavior.
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The motivating principle behind copyright protection is to pro-
mote progress in the arts by granting creators certain exclusive rights in
their works for a limited period of time.' This form of intellectual prop-
erty law, which protects original works of authorship fixed in a tangible
form, provides an economic incentive to create new works, which, in
turn, may contribute to the intellectual enrichment of the public. Copy-
right law grants the creator the exclusive rights to reproduce, distribute,
display, and create derivative works or to permit others to engage in the
same actions. Without permission from the copyright holder, the use or
appropriation of a copyrighted work is considered infringement unless
it falls under an exception, such as fair use.>

The fair use doctrine, a mediator between property rights and ar-
tistic expression, allows for the unlicensed use of protected works in
certain circumstances. However, this exception has been increasingly
viewed as a blanket escape clause, particularly within the context of
online content, which has created a new generation of users who seem
to believe that just because an image, sound bite, or film clip appears
on the Internet, it is free of copyright protection. Many invert the judi-
cious “assume it’s protected” rule® to assume that online content is in
the public domain by virtue of its electronic format. The misunder-
standing of copyright law as applied to online content presents signifi-
cant moral and ethical concerns that not only threaten to erode the
purpose of copyright, but could threaten the economic and intellectual
value of creative work in many circumstances.*

The purpose of this paper is to demonstrate the ethical responsi-
bility to teach about the importance of copyright law in visual arts edu-
cation. This responsibility stems from the historical purpose of

'U.S. Const. art. I, § 8.

2 To qualify as fair use, a new work generally must alter the original with “new expres-
sion, meaning, or message.” Campbell v. Acuff-Rose Music, Inc, 510 U.S. 569 (1994):
579.

* The Stanford University Libraries Copyright & Fair Use resources advocate this as-
sumption: “A work is not in the public domain simply because it has been posted on the
Internet (a popular fallacy) or because it lacks a copyright notice (another myth).” Stan-
ford University Libraries, “Websites: Five Ways to Stay Out of Trouble,” Copyright &
Fair Use, accessed on July 15, 2016. http://fairuse.stanford.edu/overview/website-
permissions/websites/

* While the motivating principles behind copyright protection are to stimulate progress
and for the intellectual enrichment of the public, some argue that copyright protection has
the opposite effect—that copyright law hampers rather than promotes progress by creat-
ing arbitrary limitations. Indeed, for centuries, artists have incorporated influences from
the work of others, be it stylistically, compositionally, or in relationship to specific con-
tent or themes. Our cut-and-paste world of mechanical replication and digital appropria-
tion has introduced a new set of challenges with respect to these themes, including what
constitutes fair use, or even, how fair the concept of fair use actually is.
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copyright, as well as contemporary applications and (mis)uses. Copy-
right ethics has been at the forefront of several recent high-profile ap-
propriation cases, which have drawn the art community’s attention to
the legal boundaries and moral implications of copyright protection.
Because students of the arts often struggle with understanding the basic
parameters of copyright law, I propose four moral duties with respect to
arts education and intellectual property.

The History of Copyright: A Moral Perspective

The need for copyright protection is a product of the age of repro-
ducibility, largely stemming from the invention of the printing press.
The ability to reproduce printed material beginning in the 15™ century
drastically transformed the dissemination of knowledge, which intro-
duced a system of competing claims among authors/creators, publish-
ers/producers, sellers, and finally, consumers. Creative content itself
was not immune from these complications, such as when governing
bodies sought to censor works deemed inappropriate, heretical, or sedi-
tious. For example, in England, printers were granted a monopoly on
printing through the Licensing of the Press Act of 1662. The Act gave
the royally chartered Worshipful Company of Stationers, better known
as the Stationer’s Company, the exclusive right to monitor printed ma-
terial and, essentially, to regulate the printing industry. Far from pro-
tecting the rights of authors, the Licensing and Press Act largely
restricted printed material. One 19™-century critic went so far as to pro-
claim, “It will remain the task of some historian... to show how bound-
less was the mischief, spreading over generations, that was done by the
exercise of this monopoly.” This critic, who chose to remain anony-
mous because of the politically charged nature of his/her claims, argued
that this intellectual control was for no other purpose than economic
advantage and that it functioned “to spread superstition and perpetuate
ignorance, to hinder and repress the march of science, and to lead the
public mind back to the darkness of the Middle Ages.”*

The Licensing of the Press Act lapsed in 1695, opening the door
for a more enlightened view of intellectual property. The British Statute
of Anne, also known as the Copyright Act of 1709, was the first statute
to provide legal protections for copyrights. The statute placed the
power to make copies in the hands of authors, rather than publishers.

° Entered at Stationer’s Hall (London: M. Thomas, Franklin Press, 1871), 13. Available
at https://books.google.com/books?id=3w8HAAAAQAAJ&printsec=frontcover&source
=gbs_ge summary_r&cad=0#v=onepage&q&f=false

®Ibid.
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The formal title of the statute succinctly expresses the balancing of
competing rights: “An Act for the Encouragement of Learning, by
Vesting the Copies of Printed Books in the Authors or Purchasers of
Copies, during the Times therein mentioned.” The preamble frames the
purpose of this revolutionary act, referencing the previous practice of
printers and booksellers to print or reprint works without the consent of
authors “to their very great Detriment, and too often to the Ruin of
them and their Families.”” Although the statute was limited in scope, its
underlying principles dramatically impacted the concept of authorship
and the operation of the book industry. The Statute of Anne would also
impact branches of the visual arts: The protection initially afforded
only to authors was extended to printmakers in the Engraving Copy-
right Act of 1734, largely because of the efforts of William Hogarth
(hence the law often being referred to as “Hogarth’s Act”).

This new way of approaching intellectual property was not con-
fined to Great Britain alone. Article 1, Section 8 of the United States
Constitution empowers Congress “[t]o promote the Progress of Science
and useful Arts, by securing for limited Times to Authors and Inventors
the exclusive Right to their respective Writings and Discoveries.” The
parameters of copyright law and protection would expand in the United
States over the course of the 19™- and 20" centuries, far outstripping
the original limitation to maps, charts, and books to protect works of
visual art, movies, songs, films, computer software, and architecture,
among other categories.

Modern copyright law has been described as “a system seeking an
appropriate legal balance between the rights of authors and publishers
on one hand and the rights of users and consumers on the other.”® In
practical terms, if a creative work is not sufficiently protected, the in-
centive to create could be greatly mitigated, because of lack of eco-
nomic value. In this connection, Mark Alfino, a leading scholar on the
topic, has asserted: “the ethical values which underlie copyright law
emerge alongside the development of economic markets for intellectual
labor,” which include the shift from the traditional system of patronage
as well as the emergence of widespread literacy among the public.’
While not all artists create works solely for the marketplace, and while
the creative spirit is nourished by more than economic compensation

78 Anne, c. 19 (1710).

® Howard B. Abrams, “Originality and Creativity in Copyright Law,” Law & Contempo-
rary Problems 55 (1992), 1.

® Mark Alfino, “Intellectual Property and Copyright Ethics,” Business & Professional
Ethics Journal 10, no. 2 (1991), 92.
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alone, these factors are highly significant when considering the profes-
sion of artistic production.

Appropriation Art and the Ethical Conundrum

Today, most people are aware of the general principles of copy-
right law, if only from copyright warnings on films and digital
downloads or from reading about the occasional infringement case in
the entertainment news. But a cursory familiarity with the term copy-
right is not enough for those working within the arts. From students to
professionals, far too many practitioners are unfamiliar with the
boundaries, rights, and remedies of copyright. For example, it is not
uncommon for professional artists to admit (after someone has copied
their work) that they never registered their work with the U.S. Copy-
right Office and that they were unaware they needed to register their
copyright to bring a claim in federal court (or, that is, any court). Al-
though variation exists, it is typically rare for professors to focus heav-
ily on intellectual property law within the higher education studio arts
context. Copyright might be mentioned, but students are often unaware
of their rights, remedies, and restrictions, which leads to artistic profes-
sionals unprepared to navigate the intellectual property arena. Indeed,
the New York City Bar Copyright Myths Committee recently pub-
lished, “Top Ten Copyright Myths,” which reveal the mystifications
and misunderstandings common in copyright use, such as, “I can use up
to 10% of a copyrighted work without permission, or four bars of a
song, because that would be a ‘fair use’ and not an infringement.”"

Rather than using ethics as a guiding tool for appropriation art,
some artists are tempted to employ the highly unethical “catch me if
you can” or “unless/until I’'m caught” approaches. Unfortunately, this
cavalier attitude has been intensified by a recent string of glitzy, high-
profile copyright infringement cases that have brought fame to both the
plaintiffs and the defendants. Today, it is not unheard of for some art-
ists to admit they intentionally create work with potential copyright
implications in the hope of being caught. Why would anyone risk being
sued in federal court for copyright infringement? The answer is simple:
because of the potential notoriety and fame. In other words, to put
one’s name on the contemporary art map.

Since the 1980s, certain appropriation artists have created the ap-
pearance that copyright infringement is the royal road to notoriety. Ap-

' New York City Bar Association Committee on Copyright and Literary Property, Top
Ten Copyright Myths (New York: 2015), 15. http://www2.nycbar.org/pdf/report/ up-
loads/20072995-CopyrightMythsCOPLIT11.17.15.pdf
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propriation artists intentionally borrow or copy from preexisting
sources with little or no transformation, often for the purpose of draw-
ing attention to such themes as the loss of originality, the pervasiveness
of the media, and the search for meaning in popular culture. Common
techniques for visual appropriation artists include photocopying, col-
laging, quoting, copying, projecting, and re-photographing from origi-
nal sources. American photographer and painter Richard Prince (b.
1949), for example, rose to fame in the 1980s by re-photographing
Marlboro cigarette advertisements for his famous “Cowboys” series.
Prince has since been sued numerous times over copyright infringe-
ment, although the case that made headlines in recent years is Cariou v.
Prince (2013).

The hotly contested suit began after Richard Prince altered and
incorporated photographic imagery taken by Patrick Cariou and pub-
lished in the latter’s book, Yes Rasta (2000). Cariou brought suit
against both Richard Prince and New York’s Gagosian Gallery, which
exhibited the works and published an exhibition catalog.! Although the
defendants argued fair use, the United States District Court for the
Southern District of New York entered a permanent injunction and
“compelled the defendants to deliver to Cariou all infringing works that
had not yet been sold, for him to destroy, sell or otherwise dispose
of.”'? The decision caused an uproar in the contemporary arts commu-
nity, partially because of the implication of the Gagosian Gallery.
However, upon appeal, the United States Court of Appeals for the Sec-
ond Circuit overturned the lower court’s decision. "

The Second Circuit Court’s decision perhaps indicates that courts
are becoming more flexible when considering issues of appropriation,
transformation, and originality, moving away from the trend of typi-
cally finding for the plaintiff (or the original creator). Some have criti-
cized the holding, arguing that it exonerates appropriation artists.
Others have commented on the questions that still remain. For example,
in an interview with Art in America magazine, New York attorney Ser-
gio Mufoz Sarmiento asserted, “The judges at the Second Circuit court
decided that the case would hinge on whether a reasonable observer
would find Prince’s works to have been transformative, and thus pro-
tected under fair use law. The question remains, what is a ‘reasonable

" Cariou v. Prince, 784 F.Supp.2d 337 (SDNY 2011).

Ibid.

" The court reversed in part, vacated in part, and remanded the case for further proceed-
ings consistent with the opinion. Cariou v. Prince, 714 F.3d 694 (2013), 23.
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observer’?”"* Although Amy Goldrich, of New York’s Cahill Partners,
noted, “I can see how those whose work may be sources for appropria-
tion will likely be disappointed by this outcome, but there’s a lot more
clarity now on how fair use applies. That additional clarity for artists is
a good thing.”"”

Incidentally, Richard Prince is again facing a lawsuit over taking
other individuals’ Instagram photos, making extremely small modifica-
tions, exhibiting, and then selling them for as much as $90,000.'° When
this suit concludes, another will likely follow, as litigation controversy
plays strongly into the work of the artist. But what moral and ethical
implications do these types of cases have on the creation and consump-
tion of art? How do we teach students of the arts to uphold the values of
copyright law when blue-chip contemporary artists garner fame and
fortune from seemingly doing the opposite, or when appropriation has
become a ubiquitous staple of contemporary art practices? How can we
teach those working outside of the arts to respect intellectual property
in our “cut-and-paste” world of digital shape-shifting? Even though the
doctrine of fair use involves the rule of law, the answer to these ques-
tions must incorporate the application of moral judgment.

Fair Use and Ethical Balancing

Ethical and moral judgment become imperative when faced with
decisions that leave room for varying interpretation, such as the fair use
doctrine. Far from a bright line or clearly defined rule, the fair use test
relies upon balancing. The standard four-factor test under 17 U.S.C.
§ 107 stipulates that:

[T]he fair use of a copyrighted work ... for purposes such as
criticism, comment, news reporting, teaching (including mul-
tiple copies for classroom use), scholarship, or research, is not
an infringement of copyright. In determining whether the use
made of a work in any particular case is a fair use the factors
to be considered shall include—

' Brian Boucher, “Landmark Copyright Lawsuit Cariou v. Prince Is Settled,” Art in
America, March 18, 2014, http://www.artinamericamagazine.com/news-features/news/
landmark-copyright-lawsuit-cariou-v-prince-is-settled/

" Ibid.

'® See Mahita Gajanan, “Controversial artist Richard Prince sued for copyright infringe-
ment,” The Guardian, January 4, 2016, https://www.theguardian.com/ artand-
design/2016/jan/04/richard-prince-sued-copyright-infringement-rastafarian-instagram
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(1) the purpose and character of the use, including whether
such use is of a commercial nature or is for nonprofit educa-
tional purposes;

(2) the nature of the copyrighted work;

(3) the amount and substantiality of the portion used in rela-
tion to the copyrighted work as a whole; and

(4) the effect of the use upon the potential market for or value
of the copyrighted work.

Terms such as purpose, character, nature, and substantiality
clearly require a balancing of facts. Herein lies the frustration with
copyright law for both lawyers and creators—there is no way of know-
ing for certain how a court might interpret a particular set of facts. For
example, many disagree with the holding of one of the most legendary
fair use cases, Rogers v. Koons (1992), in which renowned artist Jeff
Koons appropriated a photographic image taken by Art Rogers of a
man and woman with their arms laden with puppies.'” Even though
Koons transformed the black-and-white postcard image into a painted
wood sculpture more than five feet in length and made other artistic
modifications, the court rejected Koon’s argument of fair use by par-
ody. They asserted that Koons’s sculpture was a copy of Roger’s pho-
tograph, that it did not fall under the domain of fair use, and that
Rogers was entitled to a large monetary settlement from Koons. Many
have disagreed with this holding, including the author of this paper,
because of the seemingly transformative nature of Koon’s work, par-
ticularly with relationship to medium, size, color palette, and possible
interpretation.

But in the more recent case, Cariou v. Prince, discussed above,
Richard Prince’s appropriation of Patrick Cariou’s photographs into
collage works was considered fair use. These types of seemingly dispa-
rate holdings, which have caused confusion and even consternation,
illustrate the balancing that courts engage in when evaluating copyright
infringement and the fair use defense. Just as artworks involve subjec-
tive, value-based judgments, so does the theory of fair use.

Given the complexity of intellectual property law, as well as the
variation in its application, the temptation for some to ignore the poten-
tial legal ramifications of their work is perhaps understandable. After

' Rogers v. Koons, 960 F.2d 301 (2d Cir. 1992).
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all, Richard Prince and Jeff Koons are contemporary art rock stars, and
their high-profile copyright entanglements have only added to their
notoriety. At the same time, art institutions and art historians have rein-
forced the practice of appropriation as a contemporary technique. Tate
Online offers this definition: “Appropriation in art and art history
refers to the practice of artists using pre-existing objects or images in
their art with little transformation of the original... Appropriation has
been used extensively by artists since the 1980s.”"® Yet, while Tate
provides examples of appropriation art, from Picasso and Duchamp to
Sherrie Levine and Jeff Koons, no mention is made of the potential
copyright issues associated with these practices. Given the ubiquity of
appropriation art in the contemporary age, it is not surprising that art
students may be confused as to the applicability of intellectual prop-
erty law.

Adding an additional layer of complexity is the shifting nature of
artistic practices and techniques. When the current Copyright Act of
1976 was enacted, legislators could not have foreseen many practices
common to contemporary art today, particularly with respect to digital
art and new media.” Indeed, critics of the American copyright system
have emphasized the limitations of copyright with respect to digital
technology. Some have argued that copyright law restricts creativity,
that it imposes a monopoly on information, and that certain creative
works should be in the public domain to be used to benefit the popu-
lace. Indeed, one might wonder what the future holds for the visual arts
with respect to intellectual property, particularly as artworks stray from
the traditional mode of being “fixed” in a “tangible medium,” a re-
quirement for copyright protection. These points are not without merit;
but whether the copyright system should be amended or even replaced
is perhaps beyond the scope of this paper. The author does not suggest
that copyright should be without boundaries or the opposite, that the
fair use doctrine should be curtailed. However, copyright protection is a
valuable right within the arts profession, one that plays a strong role in
the development and advancement of artistic careers. Because of this,
creators have a strong incentive to protect their work, be it for reasons
related to moral rights, intellectual ownership, or economics.

Indeed, while the creation of art for art’s sake can be a powerful
motivating force, earning a living is an equally powerful force. After
all, even the great masters had to pay their bills; Michelangelo did not

' Tate Museum, “Appropriation.” Tate. http://www.tate.org.uk/art/art-terms/a/ appropria-
tion

' Although it should be noted that amendments and case law help to supplement and
update the Copyright Act.
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paint the Sistine Ceiling as a gratuitous act of religious service, he was
well compensated for his labor. Even while many Renaissance painters
enjoyed the benefits of deep-pocketed patrons like the Catholic Pope or
the Medici, those working on the open market began to seek ways of
protecting their work in order to safeguard their livelihood. For exam-
ple, Northern Renaissance artist Albrecht Diirer included identifying
names and marks in his engravings, in an attempt to prevent copyists
from recreating his prints. As noted above, the passage of the Engrav-
ing Copyright Act of 1734 was largely due to the efforts of English
artist William Hogarth. As these examples would attest, intellectual
property rights relate not only to economics, but also to artistic integ-
rity. The arts are an academic discipline, with specific theories and ter-
minologies, modes of practice and professional conduct. The
appropriation of creative works outside of fair use without permission
is a form of plagiarism, an act of fraud, or even of theft—a theft of
ideas, of time, and of artistic process.

Given these reasons supporting the importance of intellectual
property law, as well as the challenges of understanding copyright and
fair use, what then is the responsibility of educators? Assuming having
an attorney on retainer as a consultant is likely outside the reach of
most departmental budgets, what, then, are the ethical obligations with
regard to understanding copyright law and fair use? I propose four
moral duties with respect to arts education:

First, to raise awareness: For many, the idea of copyright or intel-
lectual property law is a nebulous, unfamiliar concept. Teach-
ers within the arts have a moral duty to raise awareness of
these topics in the classroom by being conversant with termi-
nology and applications. Part of this duty is to help students
know where to access more information, as well as to help
students understand their own responsibilities as producers of
creative content.

Second, to disseminate accurate information: It is not enough
simply to toss out terms or refer to random readings that cause
more harm than good. Teachers have a moral duty to dissemi-
nate accurate information and to help students navigate the le-
gal-artistic domain, even if this requires bringing oneself up to
speed through self-study. Teachers should educate themselves
to avoid spreading misinformation, such as the popular myth
that one needs only change an artwork by a certain percentage
to avoid a claim of copyright infringement. Providing accessi-
ble sources of accurate information (as well as acknowledging
the need to stay current on intellectual property topics) is the
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second step in a moral approach to intellectual property law in
arts education.

Third, to help students understand when fair use is appropri-
ate: Although copyright law provides important protections
and restrictions related to the use of content, it is not absolute
or without exception. In addition to the public domain, stu-
dents should be familiar with the guidelines of fair use and
when appropriation is permissible. In this connection, the Col-
lege Art Association has produced The Code of Best Practices
in Fair Use for the Visual Arts (2015), which provides guide-
lines for writing and teaching about art, as well as for produc-
ing and displaying art in museums.” The Code asserts that
members of the artistic community “may self-censor” with re-
gard to fair use “due to confusion, doubt, and misinformation
about fair use, leading them to over-rely on permissions... Do-
ing so jeopardizes their ability to realize their own full poten-
tial, as well as that of the visual arts community as a whole.””
Thus, to prepare students to engage fully in the artistic profes-
sion, educators should help students to understand both the
parameters as well as the possibilities of fair use.

Fourth, to practice ethical behavior: Students not only emulate
their teachers, they also rely upon them to set professional
standards. If a professor extols the value of copyright law and
the ethical treatment of intellectual property but does not apply
these principles in his or her own professional work, not only
does the professor loses credibility, students may follow suit,
feeling that copyright law is something only to consider only
theoretically, but not in practice.”

Because the legal domain does not provide a simple, bright line
rule for fair use, the application of ethical principles is more vital than
ever to the moral and responsible use of creative work. Most infringe-
ment issues are not high-profile legal cases covered by the press and
splashed across the pages of arts magazines. They are often quiet and
easy to overlook. Because of the use of social media and websites to
promote artworks, professional artists and students alike are experienc-
ing a marked upsurge in intellectual theft. Artists must promote their

2 College Art Association, The Code of Best Practices in Fair Use for the Visual Arts
(2015). http://www.collegeart.org/pdf/fair-use/best-practices-fair-use-visual-arts.pdf
*'bid. at 6.

22 In fact, students can easily use the Copyright Office’s online searchable registry to
discover whether or not their professors have ever registered their work. See:
http://www.copyright.gov/records/
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work online to gain a strong presence in the market, but the very act of
posting images opens them up to visual pilferers, some of whom might
not even be aware that their appropriations far outstrip the legal or ethi-
cal boundaries of fair use. Images are appropriated for t-shirt designs,
unauthorized photographs are used in publicity campaigns, scans of
artworks are even offered for sale as fine art prints. Where does it stop?
Part of the solution exists in raising awareness, disseminating accurate
information, and raising the ethical bar, one issue and one case at a
time.
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A Case Against the
Institutionalization of the Full Art
Process

Christopher Lynn
Brigham Young University

Abstract

As art museums seek to reach new audiences and broaden the scope of
their education departments, they not only exhibit work, but also
produce didactic texts, catalogs, timelines, panel discussions, and
docent-led tours to contextualize the art on view. They also often
venture into artist video interviews, documentary videos of the work
being made and/or installed, studio visits, and artist and curator
lectures. By institutionalizing and centralizing the creation,
installation, contextualization, and audience conversation, a single
academic narrative is created to portray simply what is often a
complex and multi-layered artistic and cultural process. In this paper,
the author compares the display and treatment of artists’ work in
formal museums and artist-centered spaces, from the different
presentation methods employed for the visceral work of William
Pope.L, to Rirkrit Tiravanija’s exhibition Free (1992) at the 303
Gallery in New York City and the Museum of Modern Art, and the
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attitudes toward art objects at the Chinati Foundation in Marfa, Texas,
and the Pulitzer Arts Foundation in St. Louis.

When visiting an art museum or gallery today, in addition to ex-
periencing art, visitors can expect to encounter artwork object labels,
timelines, audio tours, mobile-phone tours, docent-led tours, explana-
tory video documentaries, or video interviews with the artist(s) and
curator(s). They also may have access to interactive displays, artist lec-
tures, curator lectures, specialist lectures, studio visits (for wealthy pa-
trons), exhibition-specific websites and apps, emails, blog posts,
artwork-themed workshops, surveys, questionnaires, or any other myr-
iad of didactic materials or educational happenings geared to further
explain the art to the public. However, this cluttered orbit of things and
events can often obscure the work from the viewer rather than reveal it.
By institutionalizing and centralizing the creation, installation, contex-
tualization, and audience conversation, a single academic narrative is
created to portray simply what is often a complex, conflicted, and
multi-layered artistic and cultural process. This institutionalization be-
gins with the best of intentions and a series of removals.

Removed from Source

The first, and most problematic step toward narrowing an individ-
ual’s experience with the art is also one of the more essential steps:
removing it from its original context and placing it in the public mu-
seum or gallery. The work is generally placed away from the artist and
away from the studio. There are works that are created as site-specific
or performed especially for particular exhibition spaces, but the bulk of
work exhibited in traditional venues is not of this mode; it is portable
and displaced. And though many artists expect their work to eventually
live in the sterile and rarified environments of art institutions, the work
is seldom created in such a situation, nor does the artist control the par-
ticulars of the gallery spaces—<ceiling heights, lighting intensity, and
proximity to and content of didactic text and neighboring work. The
work is initially conceived of and executed in a variety of circum-
stances: cluttered studios crusted in layers of paint and dust with visual
reference and notes papering the walls like a community billboard;
home offices and studios either neatly organized or ensconced in bric-
a-brac; warehouses; garages; workshops; and the like.

Donald Judd, an artist who was associated with the Minimalist
movement and was a practical purist when it came to the ethics of art-
work display, stated:
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I don’t think art is show business, and it’s not commerce.
When it’s produced—generally when it’s around someone’s
studio—it’s in a very different situation than when it’s in a
museum or gallery. The attitude and the architecture of muse-
ums and galleries is very different from the original attitude of
the work. And in a way, it’s a falsification of the work. If you
put paintings by Pollock, or Rothko, or Barnett Newman into
the Museum of Modern Art—which is a relatively Moderne,
fascist building—you put them in a fascist context. And that is
bound to change people’s attitude toward the art.'

Land artist Robert Smithson distinguished between works done in
the land (site) and works displaced to a gallery or museum (non-site).
“Instead of putting something on the landscape, I decided it would be
interesting to transfer the land indoors, to the Non-site, which is an ab-
stract container.”” The container of the exhibition venue is platonically
devoid of context and is meant to “mirror” the site in an abstracted
way. Through Smithson’s view, the nature of the work changes in
translation. It is no longer a site, but a representation of the site. Work
that is displaced from the site of creation or realization is intrinsically
different and abstracted within the non-site of the museum.

Differentiation between the museum and the site is essential in
acknowledging the purposes of the two locations. The site—studios,
landscapes, and similar situations—is where ideas and objects are
birthed and raised free range among kindred works, away from the pub-
lic eye. Exhibition venues are for the upkeep of select specimens and
their clean display for public view. These non-sites can be thought of in
terms of wildlife preserves, zoos, or museums of taxidermy that repli-
cate the environments of the site in differing ways.

Removed from Time

Exhibition catalogs that bear titles like Painting Now! feature
color spreads of art that no longer represent “now” even before the
catalogs make it to print. Time has flowed onward, artists have made
new assumptions, and theories have shifted on their tectonic plates.
Artwork begins aging the moment it is severed from the site or studio
and begins its inevitable march from art to artifact.

! Chris Felver, Donald Judd - Marfa Texas, 24:54 (Pottstown, PA: MVD Entertainment
Group, 2008), https://www kanopystreaming.com/product/donald-judd-marfa-texas.

2 Robert Smithson, “Earth,” in Robert Smithson: The Collected Writings, ed. Jack Flam
(Berkeley and Los Angeles: University of California Press, 1997), 178.
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The artificial environment of display institutions is often created
with the best of intentions to highlight the artwork—to eliminate dis-
tractions and visual clutter and allow visitors to focus only on the work,
while the architecture and notions of time fade into the background.
Works from earlier eras are often presented in galleries painted muted
colors to abstractly reference period-appropriate display modes,
whereas artworks from the late-20™ and 21% centuries are usually
shown on or adjacent to clinically white walls. Artist and critic Brian
O’Doherty wrote:

Unshadowed, white, clean, artificial—the space is devoted to
the technology of esthetics. Works of art are mounted, hung,
scattered for study. Their ungrubby surfaces are untouched by
time and its vicissitudes. Art exists in a kind of eternity of dis-
play, and though there is lots of “period” (late modern), there
is no time. This eternity gives the gallery a limbolike status.’

Much like the notion of a blindingly white heaven where immor-
tal and ageless figures from disparate histories rub shoulders with one
another, objects from different decades can occupy the same gallery
space, and in doing so, occupy the same time—both contemporarily
and atemporally. This is the intentional nature of the museum or gal-
lery, to strip away and confuse the context of time—placing the art-
works in suspended animation to extend their life. But, by doing so, the
artwork is robbed of movement, change, and life. The works sit like
frozen specimens, forever poised, but never acting. The writer and cul-
tural critic Rebecca Solnit wrote: “During my years as an art critic, |
used to joke that museums love artists the way that taxidermists love
deer, and something of that desire to secure, to stabilize, to render cer-
tain and definite the open-ended, nebulous, and adventurous work of
artists is present in many who work in that confinement sometimes
called the art world.”* The work shifts almost immediately from art—a
living object in time—to merely artifact—an academic object without
time.

These removals are expected by artists. They know that the work
will leave the studio, that it will leave their presence and influence, and
that it will be frozen within the atemporal bubble of a gallery or mu-
seum. They may even acknowledge that their work will reside in a

* Brian O’Doherty, Inside the White Cube: The Ideology of the Gallery Space (San Fran-
cisco: The Lapis Press, 1986), 15.

4 Rebecca Solnit, “Woolf’s Darkness,” in Men Explain Things to Me (Chicago: Haymar-
ket Books, 2014), 100.
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“white cube,” but this anticipation does not inoculate the work from the
removals. Those primary contexts may be hinted at within the work,
but ultimately, they are gone.

Enriched White Art and Its Additives

Enriched white flour is produced through a process of bleaching
the ground grain to make it more visually appealing, but through that
process, most vitamins and nutrients are stripped away. The flour is
then “enriched” to artificially reintroduce nutrients that were lost in the
bleaching process.

Through the necessary removal of art from its site, the work is
also divested of essential context about the work, its environments, its
creator, and its time (complete with political, economic, and theoretical
implications). This leaves a vacuum for the viewer of the work to inter-
act profoundly and fill those spaces with personal interpretation and
meaning. In “Death of the Author,” Roland Barthes addresses authorial
issues of texts:

To give a text an Author is to impose a limit on that text, to
furnish it with a final signified, to close the writing. Such a
conception suits criticism very well, the latter then allotting it-
self the important task of discovering the Author (or its hypos-
tases: society, history, psyché, liberty) beneath the work: when
the Author has been found, the text is “explained”—victory to
the critic.’

By divorcing the work from the author, that authority of interpre-
tation is passed to the reader to see how the text operates free from out-
side interference. The text can just be what it is. Unfortunately, the
authorial vacuum is generally first filled by a curator who steps in to
enrich the art with didactic material aimed at restoring lost context.
When a curator steps in, she becomes a present, surrogate author im-
posing meaning and closing the writing. Viewers are told what to ob-
serve, how to interpret the art, which historical nuggets are pertinent to
“understanding,” and what the artist said or intended. By closing off
personal viewer interaction with a work, museums and galleries set up
a single, simplified narrative to explain the art.

Through studied observation, focus groups and surveys, museums
have begun to understand the descriptive limits of their audience’s at-

° Roland Barthes, “Death of the Author,” in Image Music Text, trans. Stephen Heath
(New York: Hill and Wang, 1977), 147.
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tention spans. Visitors will read up to approximately 50 words on an
object label and 150 words on room labels.® These strictures mean that
curators have to concentrate their educational efforts to a tight interpre-
tation of the work that can be digested in a few seconds. These tidbits
of didactic material lack any pretense of the complexity of how the
work operates and the contexts from which it hails. They attempt to
move from the obscured to the revealed. The Lebanese poet Gibran
Khalil Gibran wrote, “Art is a step from what is obvious and well-
known toward what is arcane and concealed.”” Curators often see it as
their job to reverse that process and lead to something concrete.

Viewers then frequently nullify their own views and instead defer
to, and become dependent upon, what the former director of the Detroit
Institute of Arts, Graham W. J. Beal, called “the priestly voice of abso-
lute authority.”® Similar studies of museum visitor behavior revealed
that “visitors spend ten seconds in front of an object—seven to read the
label, three to examine the thing itself.”® They spend more than twice
the amount of time dedicated to the voice of authority than they give to
the work itself. There is no communion with the work without the in-
tercessory curator.

Object labels are but one stone in the mountain of didactic medi-
ums employed in 21%-century art institutions. Audio tours, video
documentaries, websites, mobile apps, social media, interactive dis-
plays, lectures, and docents are also part of the pedagogical arsenal.
Within those tools, the sources of content have extended to include
artist interviews, historical material, documentation of the work being
made and installed, and the musings of experts, the curator, or museum
staff, among others.

Although most institutions attempt to deploy these tools tastefully
and appropriately, there is little regard given to the fact that most of
these are one-way communicators. The exceptions of blogs or other
feedback mechanisms still do not allow for a real-time exchange of
ideas. Docent or curator tours will allow for question-and-answer mo-
ments, but only after the visitors have been bombarded with educa-
tional rhetoric in an academic shock-and-awe campaign.

Aside from stylistic issues of contrast, font size, label size, and so
forth, some attempts have been made to alter the object label format to

¢ Gail Gregg, ““Your Labels Make Me Feel Stupid’,” Artmews, July 1, 2010, accessed
April 4 2017, http://www.artnews.com/2010/07/01/your-labels-make-me-feel-stupid/.

" Fayeq Oweis, Encyclopedia of Arab American Artists (Westport, Conn.: Greenwood
Press, 2008), xviii, 134.

8 Gregg, Your Labels.

? Ibid.
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be a series of questions rather than statements. However, even the pos-
ing of a question is building a frame around the work. Some institutions
have invited audience members to have special advanced access to ex-
hibition objects so they may write their own labels, which are then
switched out every other week to diversify the voices and views." On
the surface, this egalitarian approach sounds promising, however, the
fact that the curator of education anointed specific responses meant that
the museum maintained editorial control and therefore was still acting
as the surrogate author.

Museums hear from patrons that they want to “connect with the
artist.”"" This is one of the reasons interactive displays are introduced
that allow the artist’s recorded voice to talk about her work, impregnat-
ing the art with the author and her intentions again. When woven to-
gether with object labels and other didactic accoutrements, a tighter,
more limiting narrative is built around the work that leaves little room
for an audience’s autonomous rumination. In some cases, these efforts
leave little room for the actual viewer.

Marc Fischer is a Chicago-based artist working under the name
Public Collectors who helps run the publishing house Half Letter Press
and who is part of the art collective Temporary Services. When visiting
the Museum of Contemporary Art (MCA) in Chicago in 2015, he en-
countered an odd collision of art and education services intervention. In
front of Kerry James Marshall’s painting Untitled (Painter) (2009) was
a low barrier, in front of which sat a large wooden dais on which was
written (Figure 1):

Responding to the absence of diversity in traditional Western
art, Chicago-based artist Kerry James Marshall seeks to place
the black artist and black subjects into art history. In anticipa-
tion of his major exhibition at the MCA this spring, we invite
you to reflect on one of Marshall’s paintings, Untitled
(Painter), so we can learn more about how you would like to
explore his work further.

Take a moment to reflect and share your thoughts on the cards
here.

1% Salwa Mikdadi Nashashibi, “Visitor Voices in Art Museums: The Visitor-Written
Label,” The Journal of Museum Education 28, mno. 3 (2003): 21-25,
http://www jstor.org/stable/40479306.

"' Gregg, Your Labels.
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Marc took one of the accompanying note cards on which was
printed the prompt: “If you could ask the artist anything, what would
you want to know?” Marc penned the following response: “Why did
you let the MCA place this podium in front of your painting, which
makes it very hard to properly look at the work?”

If you could ask the artist anything, what would
u want to know?

72 ek, _ ks
o Ao _properly. feck

Figure 1. Images courtesy of Marc Fischer, 2015.

Place Additives

Other attempts to enrich artwork are exemplified by the Museum
of Modern Art’s (MoMA) 2011 acquisition and restaging of Rirkrit
Tiravanija’s Untitled (Free), which was first created in 1992 at Gallery
303 in New York. For Untitled (Free), Tiravanija moved Gallery 303’s
offices to the gallery and turned the office space into a functioning
kitchen—cooking and serving free Thai green curry and rice. Visitors
to the gallery, expecting to see objects mounted to the wall, floor,
and/or pedestals, were instead greeted with the sweet and savory smell
of curry. Often cited as part of the relational aesthetic movement, the
work was not concerned with traditional, visual aesthetics, but opted
for a less tangible experience of enjoying food in the company of
friends and strangers. The art was the experience.

Tiravanija staged this work three more times in 1995, 2007, and
finally 2011 at MoMA. In 2007, when the work was recreated in the
David Zwirner gallery, he put many of the items from the original event
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on display. The walls were clad in plywood, and skeletal, 2x4 walls
were installed (sans drywall) to replicate a semblance of the original
floorplan of Gallery 303. The same strategy was employed for the ex-
hibition at MoMA. The museum then accompanied the exhibition with
an audio tour and documentary video laying out the history of the
piece, whose name was then changed to Untitled (Free/Still).

With ephemeral, performative works that are executed at a spe-
cific place, there is a mysticism associated with their short life. The
work is here and gone, and lives on in some documentation, but also in
the minds of the participants. Once the work is recreated, especially
with scale replicas of the original gallery space at a different location,
the art becomes a non-site. It was removed from its place of birth and
transferred an artificial environment that attempted to recreate the
original. It was placed in a zoo.

The term “zoo” is being used somewhat critically here, because
the work was being passed off as being roughly identical, but it wasn’t.
Once Untitled (Free) was created the first time, the cultural landscape
changed. There was now knowledge of such a work of relational aes-
thetics. Recreating the experience lacked the surprise of the original.
Each new iteration was informed by and became a simulacrum of the
last. The work was no longer in the wild (site). It was somewhere
else—somewhere synthetic and abstracted.

The audio tour and video just attempted to recreate, in the minds
of the audience, the original event, so the audience could pretend that
they were sitting in Gallery 303, when in fact they were in a cavernous
room in MoMA while the food was being prepared downstairs, not in
the gallery’s office space.

Time Additives

The performance and installation artist William Pope.L's work is
visceral, sometimes brutal, nuanced, and often tackles issues of race
and power. His 2015 exhibition at The Geffen Contemporary at MOCA
in Los Angeles, titled Trinket, was revisiting the central eponymous
work that was first conceived and exhibited through Grand Arts in
Kansas City. In the lead-up to the 2008 U.S. election, Pope.L created a
massive flag—the kind you might see flapping over a mega car dealer-
ship located off the freeway—and set it proudly waving indoors
through a series of strategically placed industrial fans. Over the course
of its exhibition, the artificial winds frayed the flag at the seams and it
fell apart.
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William Pope.L, Trinket, 2008, installation view, Grand Arts, Kansas City,
MO. Courtesy of the Artist, Mitchell-Innes & Nash, New York and Susanne
Vielmetter Projects, Los Angeles. (artwork and image ©Pope.L)

In the lead-up to the 2016 elections, MOCA in L.A. sought to ap-
propriate an artifact of an election past in a prescient contrast between
the optimism of 2008 and the cynicism of 2016. Like Tiravanija’s rec-
reations of Untitled (Free), Trinket brought with it the ghost of its past
incarnation. This time, its history was used as an instructive tool to fur-
ther infuse this object with meaning.

Other items and performances accompanied the titular flag, how-
ever, LA Times critic Christopher Knight remarked: “MOCA curator
Bennett Simpson, who organized the show, added a handful of works.
Partly they provide additional context to illuminate the flag piece, and
partly they serve the pragmatic need to fill available gallery space.”"
Even these other works were being used as props and enrichment de-
vices to reinfuse life into Trinket.

Alternatives

There are exemplary models out there who are earnestly question-
ing traditional contextual methods and seeking alternatives in order to
better connect the public with the exciting ideas embodied within art. I
will highlight a few such organizations.

'2 Christopher Knight, “William Pope.L Sets the U.S. Flag Waving at the MOCA/ Gef-
fen,” LA Times, March 24, 2015, accessed April 1, 2017, http://www .latimes.com/ enter-
tainment/arts/la-et-cm-pope-1-moca-review-20150324-column.html.



Institutionalization of Art 43

Art in the Wild

Between 2008 and 2013, T was the executive director of SPACES,
a Cleveland-based, non-profit art venue dedicated to artists who ex-
plore and experiment. We sought to get people to interact more person-
ally with our artists’ projects. To that end, we regularly encouraged
artists to take their art outside of our gallery if being in the gallery did
not make sense for the work. One artist who took us up on our chal-
lenge was William Pope.L. He concocted a project called Pull! wherein
we had to enlist hundreds of volunteers to help pull an 8-ton truck
across the entire city of Cleveland over 48 hours as a means to foster
dialog about the nature of labor. We worked closely with Pope.L to
plan a route through the city that wound through neighborhoods of di-
verse socioeconomic and racial make-ups. We paid individuals experi-
encing homelessness to help pull the truck (they were the only paid
pullers) shoulder to shoulder with business people, students, artists, and
others. We had no leaflets expounding the nature of the project for
passers-by. When curious people on the street asked what was happen-
ing, anyone participating could answer about their individual experi-
ence with the project. This generally started a dialog where citizens
would talk in length about the jobs they held, the reasons they worked,
and that everyone should have food, clothing, shelter, and hope for to-
MOITOw.

William Pope.L, Pull!, June 7-10, 2013, social performance, Cleveland, OH.
Courtesy of the artist, Paul Sobota, and SPACES. (artwork and image
©Pope.L)
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Pull! was a work conceived to exist in the wild. The narrative
about the undertaking was widely interpreted by viewers and rarely
narrowed by those in authority. The project’s success was in its flexi-
bility and openness to being acted upon.

Using the metaphor of museums of taxidermy, zoos, and wildlife
preserves, I advocate for the preserve model. Understanding that for
most physical work to be experienced, it must be displaced, the meta-
phor of a preserve would be the most productive. When driving through
a preserve, the animals may be fenced in to a degree but are still al-
lowed more freedom and space than a cramped cage. They are rarely
found in the same place every day, so stationary didactic panels are
useless. Animals may interact liberally with one another, experiencing
little delineation. If you want to understand the animals, you have to
take some time to see how they move and act.

Audiences get a limited glimpse into natural life and habitats of
animals in a zoo, but it is still more informative than looking at a
stuffed bear forever frozen while swatting at a plastic salmon in a dio-
rama.

Cut Out the Author and Authoritarians

Rather than having museum educators and curators standing be-
tween the work and the audience—teaching visitors that they need to
have an interpreter whispering in their ear—some institutions have
sought to empower audiences. The Museum of Contemporary Art
(MCA) in Denver has a program called Art Fitness Training that takes
audiences to different cultural institutions in Denver and gives them a
loose framework they may apply to any artwork and gain insights.
About their program, they say: “With an emphasis on close observation
and easy to grasp principles, this three-part, participatory workshop is
designed to give all audiences the ability to appreciate even the most
difficult contemporary art.”" Participants spend time describing what
they see in the work, then they ask a “what if” question to prod the pos-
sibilities within the work: “What if it were ten feet taller?” “What if the
artist were female instead of male?” Then the participants unpack what
meaning can be found within the previous two steps. With great re-
sponse from the public, the program has been loaned to other organiza-
tions around the United States, including the Utah Museum of
Contemporary Art. Participants can wander through museums and gal-
leries autonomously and not feel bullied by object labels and educa-

3 “Art Fitness Training,” MCA Denver, accessed January 12, 2018.
https://mcadenver.org/events/art-fitness-training-1.
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tional material. The program only runs seasonally with limited enroll-
ment, so it is not a complete substitute for contextual material.

Build the Right Context

Donald Judd was living and working in New York City, but
wanted to get out. He scoured the American Southwest and Mexico
looking for a location where he could set up a studio and a place for his
work to reside outside the commerce of the market. John Yau, a poet,
teacher, and critic, outlined Judd’s method to care for his work and the
artists he admired:

In 1978, he’s convinced the Dia Foundation to buy Ft. Rus-
sell—an army base that’s no longer in use—and starts the
Chinati Foundation. And really what he wants to do is estab-
lish a kind of utopian community—among other things, where
artists can go and work, artists can be in residence, scholars
can go and do research. He has a library set up—a print facil-
ity set up. But he also wants, and I think this is very important,
he wants to give art dignity. I think that he felt that museums
deprived art of their dignity. Donald Judd would think of a
museum as a display window. That art’s up for the right sea-
son, then it’s gone and on to the next artist.

In the Chinati Foundation’s catalog, Judd wrote:

It takes a great deal of time and thought to install work care-
fully. This should not always be thrown away. Most art is
fragile and some should be placed and never moved again.
Somewhere a portion of contemporary art has to exist as an
example of what the art and its context were meant to be.
Somewhere, just as the platinum-iridium meter guarantees the
tape measure, a strict measure must exist for the art of this
time and place."

What the establishment of specialized foundations and bespoke
art bunkers in the wilderness lacks in general practicality, it makes up
for in gumption and flare.

!4 “Chinati: Mission & History,” Chinati, accessed April 2, 2017, https:/chinati.
org/visit/missionhistory.
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Conversations About Art

When the Pulitzer Arts Foundation was built in St. Louis, it was
dedicated as a sanctuary for art and the experience of art. Matthias
Waschek, who was Director of the Pulitzer Foundation for the Arts
from 2003 to 2011, addressed in a video why their galleries were de-
void of placards: “On one level, there is no label because these labels
interfere visually with the artwork.” He then went on to say:

There is a distance that is created. You have the impression
that the knowledge physically co-exists with the aesthetics of
the artwork. And, of course, knowledge is always there, and
sometimes knowledge even focuses your view. But, what is
knowledge if you cannot really trust your personal, physical
experience of the artworks. That is what we are after. Addi-
tionally, our building is conceived in such a way, that there is
a very intensive relation between three players, if you will:
one is the artwork that is installed in the architecture, which
means the second one is the architecture. And the third one is
the visitor who is physically in the space—who feels his/her
own body and who sees how the other bodies of the other visi-
tors are cutting into the space and actually interacting with the
artworks. "

Visitors can often find brochures on their exhibitions for more in-
formation, but the gallery walls and floors have nothing but artwork.
Although the Pulitzer’s aesthetic is somewhat austere, it gives the art-
work room to interact with the viewer without being interrupted by
anything other than more art.

When I visited the Pulitzer a number of years ago, [ was refreshed
to find no visually distracting or authoritarian object labels. I strolled
through the galleries with no disturbance other than what looked like a
local art student trailing a bit behind me. I finished my exploration of
the galleries and moved to the outdoor courtyard that housed Richard
Serra’s spiraling, weathering steel, outdoor sculpture Joe (2000). As I
reached the center of the spiral and spun around to return to the build-
ing, I found the young student standing in front of me, cheerfully ask-
ing, “Do you have any questions?” Since the querying individual
lacked identification or a uniform, at first I assumed it was an overly

'S "From the Director: Why Are There No Labels on the Art?," 2010, YouTube video,
2:11, posted by Pulitzer Arts Foundation, January 13, 2010,
https://youtu.be/SA7AuPE1Lo8.
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enthusiastic patron eager to assist me, and that I must have looked par-
ticularly perplexed. I came to discover that these individuals were em-
ployed as plain-clothes didacts to engage visitors in conversation about
the works when prompted.

Making It Work

Industry journals publish studies and postulations on the future of
art education material including the object label and how to best use
them as an educational tool, but rare is the publication that will call for
institutions to reconsider their use as a default medium. In fact, most
papers are geared to figuring out how to get visitors to look at and
spend time with the placards.

Rather than defanging and declawing the artwork further through
pedagogical intervention, institutions would do well to consider the
worthier undertaking of preserving a piece’s potential and ability to
exist and communicate for itself, as well as the associated benefit to the
museum patron of personal intellectual space and stretching that comes
from an un-manicured encounter with an art work. Such an experience
is often not easily digestible but has a higher likelihood of forging a
meaningful and lasting connection between the audience, the artwork,
and the presenting institution.

There is an economic simplicity behind the object labels. They do
not require expensive technology; they sit at constant attention near the
edge of the artwork, require no vacations or overtime pay; and once
printed and adhered to the wall or pedestal, they will remain indefi-
nitely. Placards are a more stable and practical effort than hired didacts,
sporadic training of the public, and creating a new foundation; how-
ever, the practice generally does a disservice to the art. An institutional
undertaking to move away from the well-trod and heavily scaffolded
practice of deploying a rigidly on-message instructional and educa-
tional arsenal is a gamble given the presently pervasive and entrenched
model. However, fidelity to the complexity of artworks and the vi-
brancy of artistic process preferences preservation of that vitality over
reliable but narrow communication and explanation that becomes, even
unintentionally, a redefinition. In the absence of the practical ability to
thoroughly eschew re-authoring institutional models, museums, cura-
tors, and education departments can begin by prioritizing the wild art-
work and an independent patron learning heuristically over a clean
narrative. Institutions can redirect their energies to the consideration of
how to invite an audience rather than to dictate to them, and how to
maintain an artwork’s unique nutrients and quirks.
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Abstract

The educational system of the United States is currently facing
challenges that include rising dropout rates, a narrowing curriculum,
excessive standardized testing, a widening achievement gap, and an
increasingly diverse student population. In our ever-changing world,
the arts can be a means by which the purposes of education can be
balanced and the problems of economic and intellectually driven
models of education can be addressed. In an economic model, teaching
and learning are driven by efficiency and rationalism. In an intellectual
model, education is seen as an academic ability determined by
memorization and the ability to learn by rote. These models assume
that intelligence can and should be measured to determine progress.
Interpersonal and creative processes are left by the wayside.
Assessment-driven practices only consider improvement that is easily
measured. The arts are marginalized under these practices. Dismissing
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the arts as a vital part of education limits the development of the full
spectrum of human intelligence. The arts are instrumental in fortifying
intrinsic benefits of an individual’s identity, values, feelings,
perceptions, opinions, and motivations. New technologies of the future
require new capacities and abilities. The arts have the potential to
encompass and promote the intellectual, cognitive, humanistic,
creative, socio-emotional, socio-cultural, and socio-economic aspects
of education. The arts can be the means by which we begin to integrate
greater learning, limit the impact of socio-economic disparity, and
encourage creativity, individuality, humanness, and cultural diversity.

The arts should play a quintessential role in education. Currently,
the role they play is often varied and underestimated. At present in
America, our schools are facing monumental challenges. We are fight-
ing rising dropout rates, a narrowing curriculum with a strict focus on
standardized testing, a widening achievement gap between our highest
and lowest performing students, and a predominately white teaching
force engaged in instructing an increasingly diverse student population.
Additionally, many of America’s students are struggling to find their
individual and cultural identity.

According to Sahlberg (2009), there are two models of education:
an economic model and an intellectual model. In an economic model,
education is considered the production of skills and knowledge where
teaching and learning are driven by efficiency and rationalism. Compe-
tition and information are paramount in this kind of a model. In an in-
tellectual model, intelligence is considered predominantly an academic
ability driven by memory and rote skills. An intellectual model does
not value or measure broader intellectual abilities that include interper-
sonal abilities and the creative process, and it assumes that intelligence
can and should be measured to determine progress (Salberg, n.d.).

In his book Out of Our Minds: Learning to be Creative (2011), Sir
Ken Robinson lists three main purposes of education. They are: “Indi-
vidual: to develop individual talents and sensibilities; Cultural: to
deepen understanding in the world; and Economic: to provide the skills
required to earn a living and be economically productive” (2011, p. 39-
40). These three purposes and how they relate to each other are vital in
the transformation of existing educational paradigms to meet the needs
of the 21% century and beyond (Robinson, 2011).

Economic and intellectual purposes are only part of the picture
and should not be the sole motivation and focus of our current educa-
tional system. In our ever-changing world, the arts can be a means by
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which the purposes of education are balanced and the problems of eco-
nomic and intellectually driven models of education are addressed.

No Child Left Behind

Ideas about education and its purposes and outcomes are numer-
ous and varied. Educational reformer John Dewey’s idea of education
has the rights and responsibilities of the learner at the center. Dewey
also believed that knowledge that comes from experience is superior to
knowledge that comes from authority. In our schools today, many of
the rights and responsibilities of the learner seem to be secondary. Fur-
thermore, much of the knowledge that is taught comes from authority
and not from experience. Although Dewey’s beliefs about education
espoused over 100 years ago might seem antiquated to some, it is this
author’s position that it is appropriate to apply Dewey’s thinking to the
struggles of our day. In our schools today, many of the rights and re-
sponsibilities of the learner seem to be secondary. Twenty-first century
educators need to consider what the needs of the learner are and how
best to facilitate them. We are still recovering from the effects of the
federally mandated No Child Left Behind (NCLB) Act of 2001, which
targeted struggling populations and schools in an attempt to close the
achievement gap by placing an overemphasis on student achievement
and testing specifically in the core subject areas (Boykin & Noguera,
2011). NCLB helped to direct the focus of educational purposes to-
wards those of economic and intellectual models.

“The National Education Association believes the arts play an im-
portant role in providing students with a well-rounded education”
(Walker, 2012, para. 10). But a well-rounded education has come to
mean a scientifically based education, which can be measured and as-
sessed primarily by economic and intellectual values.

In almost every section of the law, NCLB [stressed] that deci-
sions about the allocation of federal resources for education
should be grounded in ‘scientifically-based research.” The in-
tent, as interpreted by the Department of Education, [was] to
transform education into an evidence-based field. (National
Assembly of State Arts Agencies, 2000, p. 4).

NCLB helped to create practices that are assessment driven,
where the primary focus has been only on improvement that can be
measured. The needs of the learner are not at the center of this kind of a
model, but instead are secondary to those of measurement-driven,
teach-to-the-assessment processes.
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[An] homogenized educational system and its proponents’ de-
sire to audit, classify and calibrate and, thereby, reduce peo-
ple—particularly children—to metrics... The forms that
education takes are fundamentally affected as a consequence
of this: all components or features that can be readily meas-
ured are valued highly, those that cannot are marginalized or
eliminated all together. (Adams & Owens, 2016, pp. 13,15).

Interestingly enough, the arts were also a part of the NCLB man-
date, which included arts as a core subject. However, schools in many
states have reported that a greater amount of instructional time each day
has been devoted to reading, writing, math, and science, while instruc-
tional time for the arts has declined (Zastrow & Janc, 2004). “The arts
remain on the margins of education, often the last to be added and the
first to be dropped in times of strained budgets and shifting priorities”
(National Assembly of State Arts Agencies, 2006, p. 17). NCLB has
strengthened the belief that students should be judged and valued by
how well they do on standardized tests.

Art, music, and even physical education are not tested sub-
jects, so in many schools they are treated as extras that can be
cut... Sadly, rather than moving us forward, NCLB has rein-
forced the tendency to make premature and often inaccurate
judgments about the abilities of children and has left the so-
called achievement gap, which it was designed to ameliorate,
largely untouched. (Blankstein & Noguera, 2016, para. 36)

Many current trends in education are still following the mandate
of NCLB in working to close the achievement gap between disadvan-
taged and minority students and their peers. When competitive and
academically driven abilities, which focus on memory and rote skills,
are increasingly valued, individual and cultural purposes also become
undervalued. The arts can provide necessary experiential learning ac-
tivities wherein individuals can make application to real life situations.

Developing a Student’s Identity

Sir Ken Robinson considers a system of education that places an
overemphasis on the technical, to be a system, which naturally under-
values or overlooks what he calls the ‘human factor.” The ‘human fac-
tor’ includes the values, feelings, perceptions, opinions, options, and
motivations of individuals and the means of communication between
them (Robinson, 2011). An educational model, which supports and
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encourages the development of student identity, echoes Dewey’s belief
that a prime value of the arts lies in its foundational support of human-

ity.

The expression of individual identity is all too often discour-
aged, misinterpreted, and unrewarded. Art is a means to ex-
plore identity, to celebrate and promote self-expression and its
diversity. Through this expression dialogue is created that
speaks to community, acceptance, and the safeguards that are
necessary for expressing individual identity in a society.
(Dowling, 2011, p. 2)

Many factors affect the shaping of an individual’s identity includ-
ing gender, sexual preference, age, social class, race, and cultural heri-
tage, early relationships, and socialization. “An identity as a student is
critical to learning and achievement because it functions as an organiz-
ing and interpretive framework with a wide-ranging set of influences
on a student’s behavior in school” (Minow, Shweder, & Markus, 2008,
p. 64). Often the confining structure of our test-driven educational sys-
tem perpetuates rigid parameters about who our students are and how
they are allowed to express their ideas and develop their identities. A
study commissioned by the Wallace Foundation recognizes how art
experiences have both intrinsic and instrumental benefits. Intrinsic
benefits are those gains that are inherent from the art experience itself.
An education rich in the arts encourages students to

...interpret, express, perform, and create, their experiences
lived and scaffolded on the artwork of others... In school,
these aspects are reconciled in social processes of learning, by
interaction with peers, making, examining, and reflecting on
art while also creating new ideas or art products. Students
learn they possess the ability to change things. As active par-

ticipants, they are capable of taking action to express pleasure
or displeasure. (Goldblatt, 2006, p. 25)

Intrinsic benefits like these also help to develop a student’s iden-
tity. They are evident as benefits when the arts are integrated as a pri-
mary function of the education model. Additional intrinsic benefits
come from the dealings between student art participants and those with
whom they interact.

These intrinsic effects enrich individual lives, but they also
have a public spillover component in that they cultivate the
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kinds of citizens desired in a pluralistic society... [Additional
intrinsic benefits include] social bonds created through reflec-
tion and discourse, and the expression of common values and
community identity through artworks commemorating events
significant to a nation’s (or people’s) experience. (McCarthy
et al., 2005, para. 6)

One of the views of our day is that the arts have value because
they support social and economic goals as well as better academic per-
formance. Benefits like these would be considered instrumental bene-
fits because the arts are the instrument used for achieving them. “The
evidence is clear: study of the arts contributes to student achievement
and success. Its multiple benefits are academic, basic and comprehen-
sive” (National Assembly of State Arts Agencies, 2006, p. 17). Stu-
dents who gain experience in interpreting, expressing, performing, and
creating gain a better understanding of themselves, and their ability to
effect change on the world around them. These benefits are evident
when the arts are integrated as a primary function of the education
model.

Linda Yaron (2016), a high-school English teacher in Los Ange-
les, created a partnership with her students and the Getty Museum to
create a photography exhibition in the community. Yaron’s students
were given studio time and instruction with international artist Tomoko
Sawada. He guided them through the elements of self-portraiture. The
students created individual works that were displayed in a two-week
exhibition at a community café. Participating students had these things
to say about their experience: “It allowed me to find my identity and it
helped me find what really represents me.” and “The experience helped
me look deeper inside myself and be vulnerable enough to let myself
and others in to help me figure it out. It impacted me to be open with
myself.” (Yaron, 2016, para. 6).

Not only should teachers work to create experiences for their stu-
dents like Yaron did, teachers and staff need to be intentional in valuing
and seeking to understand their students. They should also be active in
countering any behavior or practice that undermines, devalues, or limits
students and their emerging identities. Teachers who do this will “in-
crease the likelihood that students will claim a student identity and that
others will confer this identity on them” (Minow et al., 2008, p. 83).

It should come as no surprise that creative subjects and crea-
tive acts are commonly marginalized in state schools through-
out the industrialized world. Teachers associated with
creativity accrue fewer funds and frequently have less power.



Arts in Education 57

The hierarchal managers within schools put creativity low
down on their priorities, and they are normally vigilant to en-
sure that the ethos of the institution remains conformist and
obedient. (Adams & Owens, 2016, p. 17)

The Center for Arts Education published a report in 2009 that
studied dropout rates in New York’s public schools. This report found
that schools with the lowest access to the arts in educational programs
also had the highest dropout rates; those with the highest access to arts
in education programs maintained the highest graduation rates. “Par-
ticipation in [art] activities has a quantifiable impact on levels of delin-
quency, truancy and academic performance” (Center for Online
Education, n.d., p. 5).

The scheme of a curriculum must take account of the adapta-
tion of studies to the needs of the existing community life; it
must select with the intention of improving the life we live in
common so that the future shall be better than the past...
There is truth in the saying that education must first be human
and only after that professional. (Dewey, 1916, p. 147)

We are losing the tangible humanness of education and its pur-
poses, and replacing it with numerical data, which supports mandated
improvement in more ordered areas of study. A driving force in educa-
tional reform has now become focused on the kind of skills and tools
students will need for the future rather than simply replicating what has
seemed to work in the past.

Life in the twenty-first century has become very complex, and
the educational requirements for success have grown accord-
ingly. A glut of information reaches us through television, the
Internet, and other electronic media. Multimedia technologies
bombard us with images and sounds. Job skills are changing at
an accelerating rate. Political and economic events across the
globe have a profound effect on our prosperity and security at
home.... Because the liberal arts span the domains of human
experience, they afford the best foundation for the diverse
challenges that confront us in this rapidly evolving world. At
the same time, a liberal arts education returns us to first prin-
ciples, fostering an understanding of what it means to be hu-
man, an understanding that transcends limiting conceptions of
occupation, social class, race, or nationality. An education
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once reserved for the most privileged students has therefore
become a necessity for all students. (Zastrow & Janc, 2004, p.
9

Cultural Competencies

It is a misconception to view education as only obedient behavior
that can be qualified and quantified as data (Adams & Owens, 2016).
Educational programs that favor this priority are functioning under
economic and intellectual purposes. Yet, the benefits of an educational
experience rich in the arts can help communities to come together, tran-
scend socio-economic boundaries, and support cultural differences
(Hanley et al. 2013).

The arts not only address human elements and the developing
identity of the individual, they are also the indispensable means by
which equitable cultural and socio-economic experiences can take
place as a part of the curriculum. Students need to be provided oppor-
tunities that can deepen their understanding in the world. These oppor-
tunities should include a perspective and experiences that can lead to
understanding and tolerance with the diverse cultures and populations
with which they live and associate. Advancing technology and science
has helped us to quantify so many aspects of our world. But of what
use is this advancement, unless it assists in the development of a soci-
ety, which is founded on common purpose and interest?

A curriculum, which acknowledges the social responsibilities
of education, must present situations where problems are rele-
vant to the problems of living together, and where observation
and information are calculated to develop social insight and
interest. (Dewey, 1916, p. 148)

The erosion of instruction in the arts as an equal part in the cur-
riculum narrows the definition of success by including only part of the
spectrum of human intelligence. Minorities and lower socio-economic
populations are also more likely to experience a narrowing of the cur-
riculum and an absence of the arts (Hanley, Noblit, Sheppard, & Bar-
one, 2013). In addition, broad generalizations about race and culture are
so deeply rooted in our beliefs where educational struggles are con-
cerned, that even when research and evidence suggests otherwise, stake
holders continue to support the false bias of lower ability and potential
in minority races. (Boykin & Noguera, 2011).
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The most relevant studies provide no evidence for the genetic
superiority of either race, but [instead provide] strong evi-
dence for a substantial environmental contribution... Almost
equally important, rigorous interventions do affect IQ and
cognitive skills at every stage of the life course. (Jenks & Phil-
lips, 1998, p. 101)

Researchers now recognize that student outcomes can be vastly
improved by the incorporation of practices that seek to develop the
diverse cultural identities of racial and ethnic minorities and their
unique contributions to the current curriculum. Cultural competence is
seen as both a moral and ethical responsibility in the creation of a wel-
coming environment in which all students are able to succeed (Howard,
2000).

Culture too is often associated with the arts. However, we re-
late the arts to a broader definition of social culture, which in-
cludes the impact of science and technology on ways of life
and the increasing interaction between cultures. Young people
need to be helped to engage positively with cultural change
and diversity. The dangers of cultural intolerance make this
task a particular priority. We argue that creative and cultural
education are dynamically related and that there are practical
implications for the curriculum and for the classroom. (Na-
tional Advisory Committee on Creative and Cultural Educa-
tion, 1999, p. 10)

Educators can have a profound impact by challenging and moti-
vating diverse student populations by helping to create a learning envi-
ronment that supports cultural diversity along with valuing creative
problem solving. Teachers can become catalysts in initiating and sus-
taining dramatic improvement in our educational system and student
outcomes (Pippens, 2013).

We have a responsibility to our students to assure that we and
our colleagues remain open to even deeper levels of aware-
ness... If our examination and understanding of the root
causes of social inequality are too shallow, then our approach
to corrective action will necessarily be superficial and ineffec-
tive. (Howard, 2006, p. 30)

While it might seem like a lofty goal to extend education beyond
our present accepted boundaries, incorporating the arts as a founda-
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tional aspect of American education can assist learners from every
socio-economic class, all the while incorporating individual and com-
munal cultural identity, diversity, and competence. We need to be
“committed to equitable opportunities and outcomes to all our students”
(Howard, 2006, p. 38).

In 2016, a special piece of choreography was created for a large
community celebration to be held in Provo, Utah. The choreographer of
this particular dance was working with a diverse cultural population. A
portion of the piece required the manipulation of several 12-inch inflat-
able balls. During the first rehearsal with the balls, the choreographer
worked with six or seven dancers and incorporated their ideas in creat-
ing the movement for this portion of the dance. By the end of the day’s
rehearsal, the movement and interaction between dancers for the por-
tion of the piece using the balls appeared fairly polished.

One week later as the dancers arrived to rehearse again, the cho-
reographer was surprised to find that this section of the dance was less
cohesive than at the previous rehearsal. Once again the choreographer
went to work to refine and clarify the section of the dance with the
balls. Yet again, one week later, at the next rehearsal, the choreogra-
pher was surprised to observe confusion and chaos as the dancers at-
tempted to perform this section of the dance with the balls.

She found herself perplexed by the difficulty that the dancers
seemed to be having on their retention of the movement material for
this part of the dance. Until, that is, she realized that there were six dif-
ferent dancers using and articulating the balls than she had had the pre-
vious week. Soon after she discovered that the dancers working with
the balls were also different from those in the original rehearsal.

The choreographer had been operating with the belief that the
dancers that had originally been selected would repeat the part they had
been given. This could be considered a hierarchal social structure. But
the dancers were operating with the belief that everyone should be
given an opportunity to dance with a ball. This could be considered a
horizontal social structure. Culturally, the choreographer had been or-
ganizing and preparing the choreography from her cultural perspective,
“It’s your part and you get to do it.” But her dancers had been perform-
ing under their own cultural perspective, which involved “giving eve-
ryone a turn.” Needless to say, the choreographer regrouped and
recreated this section of the dance to accommodate the alternate social
structure that considered an alternate cultural perspective and allowed
for multiple casts of ball dancers.

While differing social structures can reflect cultural diversity, and
teachers and artists may use this evidence as means of navigating and
validating culturally diverse populations, other parameters can thwart
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the abilities of teachers and programs from meeting the needs of stu-
dents. Monetary resources often serve as boundaries that limit the
availability of arts programs in educational experiences for those socio-
economically challenged.

The most troubling finding... is the ‘equity gap’ between the
availability of arts instruction for students in more affluent
schools compared to those in high-poverty schools. Economi-
cally-disadvantaged students simply do not have the same ac-
cess to the diverse learning experiences including arts of
affluent students (Walker, 2012, para. 6).

In some cases, white hegemony limits the amount of arts that are
available for minorities and underprivileged populations. Changing our
thinking about this can move us in the right direction. “By redirecting
the resources and the power that has been available to us because of
dominance, we can be instrumental in shifting the flow of education
towards greater equity and inclusion” (Howard, 2006, p. 67).

When top administrators support the arts, this does not necessarily
mean that it trickles down to instruction in the arts for America’s stu-
dents. When teachers and schools are required to focus on the im-
provement in test scores of non-art subjects, this is where the content of
teaching will be focused. Maintaining common values wherein all
members of a society have an equal opportunity to receive and share
ideas in a variety of experiences is the basis of true education. Without
these common values and equal opportunities, “the influences which
educate some into masters, educate others into slaves” (Dewey, 1916,
p. 65).

All kinds of benefits for American students are provided by im-
mersive experiences in the arts; these are intrinsic and instrumental
benefits that encompass and promote the intellectual, cognitive, human-
istic, creative, socio-emotional, socio-cultural, and socio-economic
aspects of education. All American students—no matter their race or
socio-economic status—should have the opportunity to participate in
art-based experiences that value and support their cultural perspective.
Far too many schools lack the funding or the bureaucratic support to
make this a priority. The fear of sacrificing academic achievement of-
ten withholds art-enriched programs from our most impoverished stu-
dents.

Cultural capital is created when the collective sum of individuals
participating in the educational experience value, support, and invite an
environment wherein cultural diversity and socio-economic equality is
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encouraged and acknowledged. Teachers are instrumental in creating
and perpetuating cultural capital.

‘Art does not solve problems, but makes us aware of their ex-
istence,” sculptor Magdalena Abakanowicz has said. Arts edu-
cation, on the other hand, does solve problems. Years of
research show that it's closely linked to almost everything that
we as a nation say we want for our children and demand from
our schools: academic achievement, social and emotional de-
velopment, civic engagement, and equitable opportunity.
(Smith, 2009, para. 1)

Creativity in the Classroom

On the top of the list for skills needed in our changing world is
creativity. Young and old alike have creative capacities and need to
continue to develop them. “Developing these capacities involves a bal-
ance between teaching skills and understanding, and promoting the
freedom to innovate, and take risks” (National Advisory Committee on
Creative and Cultural Education, 1999, p. 10). It is believed by some
that creativity is the most important human resource of all (Frank,
2011). Teachers can employ creative strategies in the classroom by
asking students to synthesize concepts in original and new ways. They
can include exercises that allow students to brainstorm multiple ideas
and solutions to problems, and they can encourage students to commu-
nicate thoughts and concepts in new and innovative ways.

Education throughout the world faces unprecedented chal-
lenges: economic, technological, social, and personal. Policy-
makers everywhere emphasize the urgent need to develop hu-
man resources, and in particular to promote creativity, adapta-
bility, and better powers of communication (National
Advisory Committee on Creative and Cultural Education,
1999, p. 9).

New and emerging jobs and types of work increasingly rely on
high levels of specialized knowledge as well as on creativity and inno-
vation. New technologies for a new age require different capacities and
abilities from those that have in the past been sufficient for an industrial
economy.

These technological changes, combined with population and
climate changes, are affecting everyone on earth and the out-
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comes are essentially unpredictable. What is certain is that in
the next 50 to 100 years, our children will need to confront
challenges that are unique in human history. (Robinson, 2011,

p. 6)

Technological advancements have an impact on how students
learn. Learning is no longer solely based on the written word. Images
and screens are overtaking the power of paper as the most widely used
means of distributing information (Kress, 2005).

U.S. education is dominated by standardized curricula, in-
structional systems, and assessment procedures. Due to the
complex and rapidly evolving technologies, standardized as-
sessments have overlooked the richness and unpredictable na-
ture of inquiry that includes experiential and uniform reactions
alike. Learning evidence need not be only standardized; it can
be holistic, multi-methodological, and qualitative, full of expe-
riential evidence. That experience encompasses the visual, au-
dio, verbal, and now kinesthetic, as virtual worlds enable art
teachers to view their students’ three-dimensional accounts of
learning. (Stokrocki, n.d., para. 11)

It is hard to imagine teaching that models and values creativity but
fails to demonstrate its own creative methods and practices. Teachers
need to not only encourage creative problem solving as a part of their
daily plans for student experiences, but they also need to model their
own behavior as an example of this belief. Teachers can promote and
nurture creativity in the classroom. They should recognize the potential
of their students’ creative capacities and provide an environment
wherein each student can consider and realize their own creative capa-

bilities.

Creativity can be ‘taught.” Teachers can be creative in their
own teaching; they can also promote the creative abilities of
their pupils. The roles of teachers are to recognize young peo-
ple’s creative capacities; and to provide the particular condi-
tions in which they can be realized. Developing creativity
involves, amongst other things, deepening young people’s cul-
tural knowledge and understanding. This is essential both in
itself and to promote forms of education which are inclusive
and sensitive to cultural diversity and change. (National Advi-
sory Committee on Creative and Cultural Education, 1999, p.
11)
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The ways in which teachers exemplify their own outlook on the
world and demonstrate the importance of valuing their students’ ideas
can be a valuable asset that contributes to the transformation of existing
educational paradigms. Educator Glenn Singleton, author of Coura-
geous Conversations About Race: A Field Guide for Achieving Equity
in Schools (2005) has this to say about a teacher’s influence:

The most powerful thing that a teacher brings to school every-
day is not curriculum, it’s themselves. To know how I’'m look-
ing at students. To know how I look at the world is the most
critical piece of my teaching strategy. So then when students
respond to me, I understand how they are connecting to me.
(Pippens, 2013, para. 1)

A clear example of this kind of teaching strategy was evident in a
creative dance class with five-year-old children. The children were
seated on the floor working on the difference between a rounded curved
back and a stretching straight back. At one point in the sequence, the
children were pretending to catch an imaginary soccer ball with their
stomachs, which would cause their backs to respond by rounding back
while sitting. The children’s feet were stretched out straight with their
toes pointed during the practice. As the children were repeating the
exercise, one of the children flexed her feet instead of keeping them
stretched when she used her torso to catch the imaginary ball. The
teacher noticed and encouraged the other students to try “Kira’s” idea
as an opportunity for discovery when they repeated the exercise.

Daily classroom experiences like this that are student focused can
provide a laboratory for children to value the exploratory process, their
own creative ideas, and the innovative ideas of others.

If we want to develop creativity across multiple fields (and we
do) students need to be literate in written languages, mathe-
matics, visual languages, computers, health, and more. To fo-
cus on creativity is not to put aside these skills for unbounded
playtime, but to situate these skills in real creative applica-
tions. And it definitely means focusing on the kind of ‘higher
order thinking’ that we say we want from schools, but that are
rarely prioritized in public education. (Kuttner, 2012, p. 4)

Brain-based Research in the Arts

The brain is no longer considered a static organ that undergoes
few changes after early childhood. Instead the field of neuroscience
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continues to provide a clearer understanding of the neural pathways and
synapses and their continued adaptation in response to experiences,
behavior, and the environment (Blankstein & Noguera, 2016; Jensen,
2009).

A growing body of neuroscientific research suggests that ex-
perience can actually change both the brain's physical struc-
ture and its functional organization well into adulthood.
(Blankstein & Noguera, 2016, para. 42

Once again the arts can be a means of providing experiential op-
portunities for all students. By creating and supporting the function of
new and existing neural pathways, the arts can be a solution that
reaches and teaches every type of learner.

In another study conducted over a four-year period, students that
participated in regular music classes were found to have significant
changes in their brains that were transferable to other motor skills in
related areas. “Other studies reported similar scientific findings on the
arts’ impact on the brain, showing that sustained arts education can be
an essential part of social and intellectual development” (Center for
Online Education, n.d., p. 6).

It appears that educational experiences with a strong foundation in
the arts extend, support, and connect intellectual, social, and cultural
aspects of learning.

When the arts are integrated into the regular classroom curriculum
and used to provide experiential knowledge about abstract ideas, stu-
dents are able to grasp, understand, and apply new and complex infor-
mation. Arts integration is more than including arts instruction as a part
of class.

It is a teaching strategy that seamlessly merges arts standards
with core curricula to build connections and provide engaging
context. For example, in a science classroom you might see
students choreographing a dance using locomotor and non-
locomotor movements to demonstrate their understanding of
rotation versus revolution of the planets. (Nobori, 2012, para.
3)

Arts integration uses teaching methods that are confirmed by
brain-based research to improve comprehension and long-term reten-
tion. These methods help to better imbed the newly acquired informa-
tion inside the learners’ minds as they become active participants in the
acquisition of new ideas and curriculum (Marien, 2011). Giving learn-
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ers firsthand experience in understanding new and often confusing con-
cepts is another way that an education supported and founded in the
arts can give students the skills needed for tomorrow.

Conclusion

The effects of the lack of educational experiences centered in the
arts is only compounded by a day and age “characterized by the avail-
ability of abundant information, advanced technology, a rapidly chang-
ing society, greater convenience in daily lives, and keener international
competition” (Darling-Hammond, 2010, p. 1). We find ourselves on a
slippery slope driven by achievement scores that no longer meet the
needs of our diverse population.

Students should be exposed to a broad and rich curriculum
that includes not only math and reading, but courses and clubs
that focus on dance, music, art, theater and other creative dis-
ciplines. The arts are important. They enrich our lives. They
have always offered ways to learn and express ideas. (Walker,
2012, para. 11)

By placing a greater emphasis on mathematics and reading in an
attempt to close the achievement gap, especially in at-risk populations,
we are simply substituting one form of inequality for another.

‘When you think about the purposes of education, there are
three,” says Tom Horne, Arizona’s state superintendent of
public instruction. ‘“We’re preparing kids for jobs. We’re pre-
paring them to be citizens. And we’re teaching them to be
human beings who can enjoy the deeper forms of beauty. The
third is as important as the other two.” (Louie, 2016, para. 2)

The arts should play a quintessential role in education. NCLB has
created practices that have been primarily assessment driven, practices
that have focused solely on improvement that can be measured. We are
losing the tangible humanness of American education. Its purposes are
being replaced with numerical data that supports mandated improve-
ment in only designated ordered areas of study. With a greater empha-
sis being placed on mathematics and reading we are simply substituting
one form of inequality for another.

The confining structure of our test-driven educational system per-
petuates rigid parameters about who our students are and their develop-
ing identities. “The evidence is clear: study of the arts contributes to
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student achievement and success. Its multiple benefits are academic,
basic, and comprehensive” (National Assembly of State Arts Agencies,
2006, p. 17).

Teachers need to encourage creative problem solving as a part of
students’ daily classroom experiences. They also need to model their
own behavior as an example of this belief. When students participate in
regular artistic-centered experiences, significant changes in their brains
occur that are related to other areas of achievement. New research
shows that student outcomes can be vastly improved by the incorpora-
tion of racial and ethnic minorities and their contributions, identities,
and culture in the current curriculum. The arts are one vehicle by which
this can be accomplished. By helping to create a learning environment
that supports cultural diversity, values creative problem-solving, and
incorporates art-based experiences, teachers can become catalysts in
initiating and sustaining dramatic improvement in the educational sys-
tem and student outcomes.

Maintaining common values wherein all members of a society
have an equal opportunity in receiving and sharing ideas in a variety of
experiences is the basis of a true education. A plethora of benefits await
American students when they are provided immersive experiences in
the arts. The benefits are intrinsic and instrumental and encompass and
promote the intellectual, cognitive, humanistic, creative, socio-
emotional, socio-cultural, and socio-economic aspects of education.

Technological advancements will continue to have an impact on
how students learn. Images and screens will continue to replace the
power of paper and the written word. “Whatever the future brings, digi-
tal worlds will be vibrant sites for investigating these new participatory
multi-literacies in art education” (Stokrocki, n.d., para. 14). In our ever-
changing world, the arts can be the means by which we begin to inte-
grate greater learning, limit the impact of socio-economic disparity, and
encourage creativity, individuality, humanness, and cultural diversity.
The arts are one means by which the purposes of education can be bal-
anced and the problems of economic and intellectually driven models
of education can be addressed.
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ABSTRACT

The population dynamics of the bat flea Sternopsylla distincta are not
quantitatively known. These fleas parasitize Brazilian free-tailed bats
(Tadarida brasiliensis) in temperate caves. Using laboratory and field
data, I model seasonal population changes. Bat flea populations are
predicted to boom when bats arrive in the spring, and immature flea
stages quickly reach equilibrium densities after a few days. From June
to September, all stages are present, with the most abundant being eggs
at 90 per m’ of guano. Larvae equilibrate at 20 per m’, pupae 1 per nr’,
and adults comprise only 10% of the summer's flea population. When
bats depart for southern roosts in the fall, bat flea populations decline,
but pupae survive the winter. These results imply that S. distincta
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overwinters both as pupae (in northern caves) and as adults (in
southern roosts). Fleas are important in many caves as climbing ability
and phoresy allow fleas to attain bats on ceilings, creating a "flea—
feces loop" of cycling biomass. Fleas reach bats by crawling up cave
walls, or when adult female bats retrieve fallen, flea-infested pups, or
through uncommon earwig phoresy. The model provides baseline
predictions enabling comparison with field data and insight into food
limitation that appears to regulate bat-flea populations in temperate
caves.

Bat fleas (Sternopsylla distincta) are important components of
many cave ecosystems. The direct impacts of fleas on bats are not well
studied but include irritation and blood loss, presumably. Cat flea
(Ctenocephalides felis) females ingest a blood volume of 13.6 uL per
day (Dryden and Gaafar 1991), but no data on bat fleas exists. In addi-
tion, it is possible that bat fleas vector pathogens such as Bartonella
and Rickettsia bacteria, or even white-nose fungus (Dietrich et al. 2016,
Lucan et al. 2016).

Bat fleas affect other species in addition to bats. Fleas expel
egested bat blood with flea feces, which rain down to the cave floor
(where bat fleas mate and lay eggs, whether on the bat or on the cave
floor, is a question requiring research). Fleas then attain the ceiling
where bats roost. This cycle of material forms a "flea—feces loop" that
enriches nutrients in the guano. Guano supports communities unique to
caves that require conservation (Gnaspini 2005, Iskali and Zhang
2015).

How bat fleas ascend to the ceiling requires investigation, but the
statement “There is no way for the fleas to return to the host once they
are removed” (Pape 2014) is incorrect. There are several behaviors that
allow bat fleas to move from cave floors, where they develop as imma-
tures, to cave ceilings where they parasitize as adults.

First, adult bat fleas quest for bats by walking to the highest point
available (negative geotropism), then extending their front legs upward
(Elbel et al. 1999). The behavior resembles the questing behavior of
many ticks and insects. Bats flying through the cave often brush-up
against cave obstacles and could pick up questing fleas. Second, when
bat pups fall to the floor, mother bats swoop down and pick them up.
Fallen bats are infested with large numbers of bat fleas from the cave
floor (Elbel et al. 1999). Third, bat fleas cling to the legs of earwigs
(Dermaptera), resulting in phoresy (Hastriter et al. 2017). Fourth, adult
fleas are able to walk and climb well (Elbel et al. 1999). Bat flea adults
tend to have exceptionally long legs, but a diminished pleural arch
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makes them weak jumpers. S. distincta larvae are unusual, too, having
spatulate setae, but how these are involved with larval movement is
unknown (Elbel and Bossard 2007).

Adult bat fleas are rare. From the literature, fewer than 15% of
bats are typically infested, averaging only one flea per infested bat: the
“distribution of bat fleas is one of the most enigmatic problems in the
entire field... Doubtless the rarity of bat fleas in this area is in part at-
tributable to lack of collecting. Even in areas that have been thoroughly
investigated, however, these fleas are still uncommon” (Lewis 1964).

In this paper, I describe a model of population dynamics of the bat
flea, S. distincta, in temperate caves containing roosting Brazilian free-
tailed bats (Tadarida brasiliensis). The bats immigrate into these caves
in the spring from southerly roosts and emigrate in the fall, leaving the
fleas in the caves without hosts. The model provides a baseline for
comparison with field data if it is eventually collected and offers an
insight into factors regulating the numbers of bat fleas.

Materials and Methods

Flea collection

Bat flea (S. distincta) eggs, larvae, pupae, and adults were col-
lected from temperate 7. brasiliensis nursery caves in the Great Basin
Desert and Central Mixed Grassland ecoregions of the United States
(Elbel et al. 1999). Larvae were fed guano (Elbel and Bossard 2007).
Developmental periods (days) and survivorship (%) of each stage (egg:
5 d, 70%; 1st instar larva: 4 d, 90%; 2nd: 2 d, 60%; 3rd: 7 d, 70%;
pupa: 28 d, 50%; unfed adult: 18 d, 30%) and number of eggs ecach
female adult bat flea laid per day (one egg per female-day) were esti-
mated from laboratory observations at 20°C (Elbel and Bossard 2007).

Model

The population model is a stage- and age-structured, daily life-
table spreadsheet. Each stage is assigned its characteristic developmen-
tal period and survivorship from the laboratory estimates.

Model assumptions

1. Bats arrive en masse Julian Day 120 (approximately 1 May)
and leave Julian Day 240 (approximately 1 September).
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2. When bats arrive, they are immediately infested with fleas at a
prevalence of 15% and incidence of one flea per bat (numbers
estimated from the literature).

3. The bat population remains constant.

4. Any other bat species that overwinter in the cave are not sig-
nificant refuges for S. distincta.

5. The entire population of bat fleas overwinters as pupae, that is,
there is no contribution of fleas on bats returning to the roost
in the spring.

6. Any cocooned flea <28 days old is a pupa and any >28 days
old is a teneral adult (an adult that has not left the cocoon).

7. Teneral adults eclose (open) their cocoons whenever bats are
present.

8. There is no stochasticity or variance.

9. Temperature in the cave remains constant at 20°C.

10. Mortality happens at the end of each stage.

11. There is no mortality due to food limitation, predation, parasit-
ism, or host-grooming on bat fleas other than what may be al-
ready included in the laboratory stage-specific survivorship
estimates.

Results

The bat flea population 'booms' when bats arrive in the spring
(Figure 1). Densities of immature stages equilibrate quickly because
fleas developing into a stage are balanced by fleas aging out of that
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Figure 1. Predicted densities (per m?) of immature bat fleas S. distincta in tem-
perate North American caves during the year. Adult densities (not shown) are
lower than pupal densities.
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stage or dying. The bat flea population declines after bats depart in the
fall. During the winter, pupae survive in dormancy.

All stages are present and the immature stages in equilibrium
from Julian Days 150 to 240 (approximately 1 June to 1 September).
The most abundant stage during the summer is flea eggs, equilibrating
at 90 per m* of guano; larvae equilibrate at 20 per m” and pupae at 1
per m”. Adults comprise only 10% of the equilibrial summer flea popu-
lation.

The model predicts that overwintering pupal densities are insuffi-
cient to maintain the population.

Discussion

The predicted population dynamics of the model are consistent
with observed stage densities, although no quantitative census of imma-
ture stages exists, and eggs are too small (millimeter diameter) to be
counted easily without a lens (Linley et al. 1994, Elbel et al. 1999). The
model does not predict a stable flea population, but nevertheless, fleas
are sustained year after year. The discrepancy requires explanation and
further refinement of the model.

First, survivorship in the field may be underestimated by the labo-
ratory data used in the model. Immature bat fleas probably require nu-
trients in fresh guano and blood not the weeks-old guano used to rear
the larvae in the laboratory (Elbel and Bossard 2007), although the lar-
vae of many flea species, such as the rat flea Xenopsylla cheopis, can
survive entirely on organic detritus without the presence of flea feces
(Marshall 1981). Second, the assumption that the entire flea population
overwinters as pupae may be an oversimplification. At least some 7.
brasiliensis overwinter in dispersed roosts in southern Mexico
(Wiederholt et al. 2013), are infested with S. distincta, and may inocu-
late northern caves with fleas.

How do adult fleas on bats continuously know when to repro-
duce? Bat hormones may trigger flea reproduction, but this has never
been investigated (Pearce and O'Shea 2007, Lourenco and Palmeirim
2008).

I conclude from the model results that the population dynamics of
S. distincta are complicated, with part of its overwintering population
being pupae in northern caves and part being adults on migrated bats in
southern roosts. Dynamics of bat flea populations are controlled largely
by the bats themselves. For the bat flea S. distincta, food limitation
appears to be the major factor regulating their populations in temperate
caves. This is consistent with other cave species. In general, cave eco-
systems are food limited (Poulson 2005).
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Table 1. Niches of the four genera of bat fleas (Ischnopsyllidae) in
temperate North America

Niche characteristics  Fleas on bats that Fleas on bats that
migrate hibernate

Colder-environment  Sternopsylla Nycteridopsylla

fleas

Warmer-environment Hormopsylla Myodopsylla

fleas

Future research

1. Compare model predictions with field data.

Estimate the contribution that adult bat fleas carried to the
roost by bats arriving in the spring make to the flea popula-
tion.

3. Extend model to other temperate bat flea genera in North
America (Table 1) (Lewis and Lewis 1994). Comparing Hor-
mopsylla (a southern bat flea) with Nycteridopsylla (northern)
would be of interest.

4. Compare temperate and tropical bat caves. Southern bat caves

may lack bat fleas, even though many mites are present

(Palacios-Vargas et al. 2011). Mite predation or factors other

than food could be limiting bat flea populations in these caves.

Measure nutrient cycling in caves with and without bat fleas.

6. Characterize the physiological state of pupae during the win-
ter.

7. Determine triggers and locations for emergence, movement,
mating, and oviposition of adult fleas.

9]
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Abstract

Historically found throughout most of the islands of the Pacific Ocean,
Piper methysticum is a shrub cultivated for its rhizomes, which are
used in traditional drinks or allopathic treatments. More commonly
known as kava, P. methysticum has made its way into western cultures,
typically administered as an anxiolytic but occasionally used
recreationally. This literature review examines the plant’s chemistry
and  pharmacology,  biological  activity,  clinical  studies,
contraindications, and current uses in allopathic treatments and
complementary alternative medicine. Recent studies have gone into
discovering the pharmacology of kavalactone derivations and have
found possible uses in the treatment of neurological disorders.
Additionally, the biological activity of P. methysticum is believed to
occur in the limbic structures of the brain as well as the
endocannabinoid system. Current clinical studies have focused on liver
toxicity, carcinogenicity, chemoprevention, and applications as an
antidepressant. Contraindications include kava dermopathy and liver
toxicity, with leaf extracts showing lower toxicity compared with root
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extracts. Furthermore, with recreational and allopathic uses of P.
methisticum increasing, the need for research on kava’s activity and
contraindications is further increased.

Introduction

Piper methysticum is commonly called kava in the United States
and Europe, as well as by many various indigenous names (Table 1)
throughout the Pacific Islands (Singh & Blumenthal, 1997). “Kava”
and other common names from Polynesia usually denote a term similar
in meaning to “bitter” (Singh & Blumenthal, 1997; Teschke et al.,
2009). Historically found throughout most of the islands in the Pacific
Ocean, this plant is a perennial shrub often cultivated for its rhizomes,
which are traditionally used to prepare ceremonial drinks or allopathic
treatments for a variety of ailments (Teschke et al., 2009; Vallance,
2002). In Europe and the U.S., kava is typically used as an anxiety
treatment, which has led to some economic importance, with reports
that kava is a multimillion-dollar industry, although the profits are dif-
ficult to track (Rex et al., 2002; Showman et al., 2015).

The active compounds in P. methysticum are known as kavalac-
tones. Most of these kavalactones are found in the roots, rhizomes, and
stumps, with the concentration decreasing in the aerial parts of the plant
(Teschke and Lebot, 2011). There are also three piperidine alkaloids
found in the leaves and stems that researchers have speculated contrib-
ute to impure commercial products and some of the liver toxicity asso-
ciated with their use (Dragull et al. 2003).

Kavalactones have shown beneficial effects as a treatment for
anxiety and depression by binding to gamma-aminobutyric acid
(GABA) receptors (Savage et al.,, 2015). Methysticin, one of the
kavalactones, has been found to inhibit the production of NF-kB pro-
teins; thus, it is believed it may act to prevent certain cancers (Einbond
et al., 2017; Shaik et al., 2009; Warmka et al., 2012). Kava has also
been found to reduce neuroinflammation and is being examined for its
use against neurological disorders (Ketola et al., 2015; Terazawa et al.,
2013). However, these compounds may also bind the P450 enzymes of
the liver and cause hepatotoxicity (C6té et al., 2004). Major contraindi-
cations of kava include hepatotoxicity, and the purity or quality of kava
extracts (Showman et al., 2015; Teschke et al., 2011). Currently, the
major use in complementary and alternative medicine (CAM) and allo-
pathic treatments is to treat anxiety (Dattilio, 2002; Showman et al.,
2015).
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Table 1. Names of P. methysticum by country

Country/ Vernacular Names |Citation

Language

Banks Islands | Gea Singh and Blumenthal, 1997

English Kava Nelson, 2011

Fiji Yaqona Nelson, 2011; Singh and
Blumenthal, 1997

Hawaii ‘Awa, ‘ava Nelson, 2011; Singh and
Blumenthal, 1997

Kosrae Seka Nelson, 2011

Latin Piper methysticum Singh and Blumenthal, 1997

Forst.
Marquesas  |Kava-kava, ‘ava or Nelson, 2011; Singh and

13

awa

Blumenthal, 1997

New Guinea/ |Wati Nelson, 2011

Kolepom

Niue Kavainu Nelson, 2011

Papua New |37+ names such as ka, |Nelson, 2011

Guinea sika, and saka

Pohnpei Sakau Nelson, 2011

Polynesia Kava, kawa Nelson, 2011; Singh and
Blumenthal, 1997

Samoa ‘Ava ‘ava Nelson, 2011

Tahiti ‘Ava, ‘ava ‘ava, evava|Nelson, 2011

Tonga Kava Vallance, 2002

Torres Gi Singh and Blumenthal, 1997

Islands

Vanuatu 30+ names such as Nelson, 2011

Maloku, malohu, gea,
or gi




82 Biological Sciences

Botanical Description

P. methysticum is a shrub (Figure 1) that grows to be between 1.6
m and 3.2 m tall (Nelson, 2011). It can have stems that range in color
from dark purple to green and that bear lenticels (pores) for gas ex-
change. The leaves are shaped like a heart and can grow to be about
13-20 cm long and just as wide (Figure 2). The leaf veins are arranged
originating at the base of the blades where there is a 2.5-cm-long peti-
ole. Kava is dioecious and has male and female flowers on different
plants with the flowers growing on a spike. The flowers are sterile,
however, and propagation of fresh stems is necessary to plant P. me-
thysticum (Nelson, 2011).

Kava prefers humid tropical or subtropical climates (Nelson,
2011). The plant needs protection from high winds and soil with ade-
quate drainage to thrive. P. methysticum is typically found in shaded
areas near streams or at the edges of growth in the forest or clearing.
The preferred climate also includes low elevations and plentiful rain.
Shade helps the plants in drought and is especially needed for young
plants, which are intolerant to dry seasons. The right soil conditions for
P. methysticum consist of aerated, drainable, fertile soil with heavy
organic layers. The soil should be slightly acidic with a pH between 5.5
and 6.5 (Nelson, 2011).

Figure 1. A P. methysticum plant (Image source: Forest & Kim Starr, 2009a.
Creative Commons Attribution 3.0 License).
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Figure 2. Heart-shaped leaves of P. methysticum (Image source: Forest & Kim
Starr, 2009b. Creative Commons Attribution 3.0 License).

Traditional Uses

There are several traditional uses of P. methysticum (Table 2)
across multiple cultures. Included in this review are some of the cere-
monial, social, and medicinal uses of kava.

Ceremonial and Social Use

Traditionally, P. methysticum has been used to prepare a ceremo-
nial drink of the same common name as the plant (i.e., kava). These
ceremonies, performed by the peoples of the Pacific islands, are often
considered sacred rites (Showman et al., 2015). The ceremony is usu-
ally carried out by preparing kava root and rhizome extracts in a large
bowl using water or saliva. Smaller cups or bowls are then used by the
participants in the ceremony to dip out the drink for consumption (Fig-
ure 3).

The kava ceremony is used in many circumstances, both sacred
and social. Its use in sacred rites ranges from celebrating meaningful
occasions such as births, deaths, or weddings to showing honor to the
gods and removing curses (Singh & Blumenthal, 1997). Often, kava
could be consumed as a social drink by chieftains and noblemen. Other
social uses include welcoming a guest of honor, celebrating achieve-
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ments, preparing for a journey, or pronouncing new leadership (Table

2).

Table 2. A summary of the traditional ceremonial, social, and
medicinal uses of P. methysticum

made into a
poultice and placed
under the individual

Type of Use |Purpose Preparation Citation
Ceremonial |Sacred rite Kava root and Showman et al.,
rhizome extracts 2015; Singh and
prepared in a large |Blumenthal,
bowl using water or | 1997
saliva. Consumed
with smaller bowls
or cups in a
ceremony
Social Social drink,  |Kava root and Singh and
celebration of  |rhizome extracts Blumenthal,
special events, |prepared in a large |1997
preparation for |bowl using water or
war saliva. Consumed
with smaller bowls
or cups in a
ceremony
Medicinal |Treat anxiety, |Kava rootand Singh and
sleep disorders, |rhizome extracts Blumenthal,
asthma and prepared with water | 1997; Sarris et
rheumatism, or saliva al., 2009
weight loss, and
urinary tract
health
Treat fevers and |Kava leaves are Singh and
venereal used in treatment  |Blumenthal,
diseases rather than the roots| 1997
and rhizomes
Treat headaches |Kava leaves are Singh, 2009




Ethnobotanical Review of Kava 85

Figure 3. A traditional kava ceremony. (Image source: Brian, 2012.
https://creativecommons.org/licenses/by/2.0/legalcode).

Kava has even been used as tribes prepared for war (Singh & Blumen-
thal, 1997). In many societies, it has great value in sacred and social
ceremonies.

Medicinal Use

The people of the Pacific islands use kava not only for ceremonies
but also for other social activities and in traditional medicine. Uses in-
clude treatment for anxiety, sleep disorders, asthma and rheumatism,
weight loss, and urinary tract health; additionally, the leaves have been
used for treating headaches, fevers, and venereal diseases such as gon-
orrhea or syphilis (Singh & Blumenthal, 1997). For most ailments, a
traditional preparation of the beverage from the roots and rhizomes is
administered on a regular basis. A poultice is made out of the leaves for
headaches and placed under the individual to treat a fever or cold
(Singh, 2009).

Chemistry and Pharmacology

There are several active compounds found in different parts of P.
methysticum. Table 3 summarizes the major compounds found in the
rhizomes and leaves of the plant and some of their pharmacological
uses.
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Table 3. Active compounds of P. methysticum and their locations

Active Compound Type of Organ Citation
Compound

Demethoxyyangonin; | Kavalactone |Rhizome Showman et al.,

dihydrokavain; 2015

dihydromethysticin;

kavain; methysticin;

yangonin

Cepharadione A Cepharadione |Rhizome  |Dragull et al.,
alkaloid 2003; Jaggy and

Achenbach,
1992

1-(m- Pyrrolidine Rhizome |Achenbach and

methoxycinnamoyl)- |alkaloid Karl, 1970;

pyrrolidine; 1- Dragull et al.,

cinnamoylpyrrolidine 2003

3a,40-epoxy-5p- Piperidine Leaves Dragull et al.,

pipermethystine; alkaloid 2003

awaine;

pipermethystine

Rhizomes

Kavalactones, also referred to as styryl a-pyrones, are the major
active compounds found in P. methysticum (Dragull et al., 2003). There
are 18 different kavalactones, with 6 of them acting as the major com-
ponents (Showman et al., 2015). These major kavalactones are kavain,
yangonin, dihydromethysticin, methysticin, dihydrokavain, and de-
methoxyyangonin, and they account for 96% of the active substances in
kava. These compounds are extracted from the rhizomes of P. methys-
ticum and were traditionally made into a drink, but are more recently
extracted into ethanol or acetone and consumed in caplet form. Three
more compounds, one a cepharadione alkaloid and two pyrrolidine al-
kaloids, are also found in the rhizomes in minor quantities although
their activity is not entirely determined (Dragull et al., 2003).

Leaves

The leaves and stems of P. methysticum contain three main alka-
loids: pipermethystine, 3o0,4a-epoxy-5B-pipermethystine, and awaine
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(Dragull et al., 2003). These compounds are classified as piperidine
alkaloids, and they are believed to be present in impure kava extracts
that result in hepatotoxicity. Pipermethystine is present in stem peelings
and leaves while awaine is found mainly in some of the small leaves.
These alkaloids pose potential hazards in commercial preparations
where the leaves and stem peelings are used to prepare kava extracts
along with the rhizomes (Showman et al., 2015). Dragull et al. (2003)
point out that teas made from the leaves of P. methysticum are also on
the market now. Pipermethystine is especially concerning given that it
is now a known cytotoxin (Showman et al., 2015).

Biological Activity

P. methysticum has many compounds that produce different bio-
logical effects in the body (Table 4). This review discusses a few of the
known biological interactions of kava.

The main site of action of kavalactones is believed to be the lim-
bic structures of the brain (Savage et al., 2015). Anxiolytic properties
are believed to be possible by a few mechanisms (Savage et al., 2015):
One mechanism is through blocking voltage-gated sodium ion chan-
nels, which inhibits the influx of sodium required for neuron depolari-
zation and action potential firing. Additionally, kavalactones may act
through reducing neurotransmission by blocking calcium ion channels,
which take in calcium and cause neurons to release neurotransmitters
required for synaptic transmission. Finally, another mechanism is
through increasing the binding of GABA molecules to gamma-
aminobutyric acid type A (GABA,) receptors. These receptors then
take up chlorine ions, which reverse the membrane potential of a neu-
ron and prevent firing of action potentials (Savage et al., 2015). These
actions are done primarily by kawain and dihydrokawain, resulting in
feelings of calmness and numbness when using kava. However, the
distinction between the effects of kava and drunkenness comes from
other kavalactones inhibiting the reuptake of dopamine. So, the overall
effect is calmness, but there is no impairment to cognitive ability (Sav-
age et al., 2015).

Research has indicated that kava metabolizes through and inter-
acts with various cytochrome p450 enzymes. In the liver, there are
many cytochrome p450 enzymes which perform most of the body’s
metabolism of toxins, drugs, food, and carcinogens. Behl et al. (2011)
did research that indicates the CYPIAI and CYP1A42 genes that code for
metabolic enzymes in the liver are involved in kava metabolism into
the blood stream. Another study found that kavalactones appear to
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Table 4. The biological activities of compounds in P. methysticum
and their effects.
Biological Kava Biological Effect |Citation
Interaction Compound
Neural inhibition ~ |Kawain and |Anxiolytic Savage et
through GABA dihydrokawain | properties through |al., 2015
receptor interactions feelings of
calmness and
numbness.
Dopamine reuptake |Kavalactones |Stimulation of Savage et
inhibition neural activity so  |al., 2015
calmness occurs
without cognitive
impairment
CYP1A1 and Kavalactones |Metabolism of Behl et
CYP1A2 kavalactones into  |al., 2011
interactions the blood stream;
possible mode of
hepatotoxicity
Inhibition of Kavalactones |Possible mode of |Coté et
CYP3A4, CYP1A2, hepatotoxicity or  |al., 2004
CYP2C9, and herb-drug
CYP2C19 interactions
Interaction with Yangonin Cannabis-like Ligresti
CBI1 receptors of interactions like et al.,
the bloodshot eyes, 2012
endocannabinoid increased body
pathway temperature, loss of
motor function, and
relaxation

inhibit CYP3A4, CYP1A2, CYP2C9, and CYP2C19 enzymes (Coté et
al., 2004). Interactions with cytochrome p450 enzymes indicate possi-
ble modes of toxicity in the liver, or possible routes for herb-drug inter-
actions to occur where hepatic metabolic pathways are shared and may
inhibit one another. These findings are explained in more detail later in
this article.

The effects of kavalactones that seem to resemble those of Can-
nabis have been studied (Ligresti et al., 2012). These include bloodshot
eyes, increased body temperature, loss of motor function, and relaxa-
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tion. The possible interaction between kavalactones and the endocan-
nabinoid system was studied using a structure-activity relationship
analysis, including 5 natural kavalactones and 9 analogous molecules.
The molecule yangonin was the only compound among the kavalac-
tones that was able to bind to the CB1 receptor of the endocannabinoid
pathway. The CB1 receptor is the binding site for Cannabis that causes
its psychoactive effects. Therefore, it is speculated that yangonin might
play a role in the psychoactive nature of kavalactones through interac-
tions with the endocannabinoid pathway (Ligresti et al., 2012).

Pharmacology

The structures of kavalactones are used by pharmaceutical com-
panies as templates to design drugs to treat neurological disorders. One
study examined the kavalactone-derived compound 2’,6'-dichloro-5-
methoxymethyl-5,6-dehydrokawain, which showed the ability to pre-
vent the death of neuron cells due to oxidative stress (Tanaka et al.,
2010). This oxidative stress is a known factor in diseases such as Alz-
heimer's and Parkinson’s. Findings suggested that the tested compound
increased antioxidant response element activity and heme oxygenase 1
(HO-1) protein synthesis (Tanaka et al., 2010). HO-1 was found to re-
duce neuron cell death induced by hydrogen peroxide, which could
have positive implications in treating neurodegenerative disorders. In
2013, 2',6'-dichloro-5-methoxymethyl-5,6-dehydrokawain underwent
more tests to examine its ability to reduce neuro-inflammation
(Terazawa et al., 2013) The effects of the compound were tested in the
Nrf2 signaling pathway to see if it increased production of HO-1. The
Nrf2 pathway and HO-1 were then analyzed for their ability to suppress
nitric oxide synthase (iNOS) that produces nitric oxide (NO) and con-
tributes to inflammation in neuron cells. Findings in this study suggest
that the compound derived from kavalactones does affect the Nrf2
pathway and inhibits the production of NO. Inflammation in neural
cells is found in diseases such as Alzheimer’s and Parkinson’s, and is
commonly associated with production of NO (Terazawa et al., 2013).
The studies by Tanaka et al. (2010) and Terazawa et al. (2013) indicate
that this kavalactone-derived molecule may be important for the treat-
ment of neurological disorders.

Clinical Studies

Because of its many compounds with varying effects, researchers
have studied P. methysticum for its clinical applications (Table 5). The
following section discusses clinical studies in hepatotoxicity, carcino-
genicity, chemoprevention, and depression.
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conclusions

Table 5. Clinical studies conducted using P. methysticum and their

Area of Study

Biological Site of
Interest

Conclusions

effects on mice
and rat livers

Hepatotoxicity and |CYPALA Possible mcrease n hepato-
carcinogenicity expressicn toxicity and carcinogenicity in the
liver (Yamazaki et al_, 2008)
Hepatotoxicity Changesin 42 Possible drug-herb interactions,
drug-metabolizing | which may cause build-up of
genes, many in toxins in the liver (Guo et al_,
the cvtochrome  |2009)
P450 family
Hepatotoxicity CYP1A1 and Kava affects these metabolic
CYP1A2 pathways, which may lead to
interactions hepatotoxicity (Behl et al | 2011)
Hepatotoxicity CYP3A4, Kava inhibits these metabolic
CYP1A2, pathways, which may lead to
CYP2C9, and hepatotoxicity or herb—drug
CYP2C19 interactions (Cété et al., 2004)
Carcinogenicity L5178Y Kava does not appear to cause
lymphoma cells |cancer in L5178Y lvmphoma cells
(Whittaker et al_, 2008)
Carcinogenicity Dose-dependent |Increase of hepatoblastomas in

male mice and adenoma and
carcinoma in low- and mid-dose
groups of female mice; kava usage
could increase the risk of cancerin
humans (Behl et al , 2011)

Chemoprevention

NF-xB activation

Methysticin inhibited NF-xB
activation in lung cancer tissues.
Methysticin and analogous com-
pounds may help prevent cancer
(Naravanapillai etal., 2014; Shaik
et al , 200%9; Warmka etal , 2012)

Chemoprevention

Calcium-MSH-
activated B16
melanoma cells

Flavokawains B and C inhibit
melanogenesis in MSH-activated
B16 melanoma cells. Kava extracts
may act n skin cancer prevention
(TJeong et al_, 2015)

Antidepressant

Individuals with
heightened levels
of anxiety

Kava was effective in treating
depression in addition to being an
anxiolvtic (Sarris et al., 2009}
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Hepatotoxicity and Metabolizing Genes

In 2002, Germany banned the sale of kava products because of
reported deaths and liver transplants resulting from its use. Other na-
tions, including the United Kingdom, Switzerland, Canada, Australia,
and France, decided to set laws prohibiting the sale of kava (Whittaker
et al., 2008). Thus, many of the subsequent studies involving P. me-
thysticum examine the toxicology of kava involving the liver. One
study found that a gene belonging to the cytochrome p450 family that
metabolizes substances foreign to the body may contribute to the hepa-
totoxicity of kava (Yamazaki et al., 2008). This study found that rats
given high doses of kava extract for 8 days and tested using real-time
PCR had elevated levels of CYP/4l mRNA expression and increased
liver weights. The researchers indicated that consumers who use more
than the suggested daily amounts of kava could experience increased
CYPA1A expression, which plays a role in metabolizing chemicals such
as drugs and toxins in the liver (Yamazaki et al., 2008). By increasing
CYPAIA expression, the researchers suspect kava could be both benefi-
cial and harmful to liver tissues. The authors explain that benefits may
come through an increased ability to break down harmful toxins and
carcinogens while the increased expression of CYPAIA itself may con-
tribute to the hepatotoxic nature of P. methysticum and that subsequent
animal tests would seek to determine the exact effects. Interestingly,
kava can potentiate the toxicity induced by over-the-counter drugs such
as acetaminophen, a widely used drug, probably by induction of mito-
chondrial dysfunction (Yang and Salminen, 2011).

Another study found that multiple drug-metabolizing genes and
their mechanisms could play a part in kava hepatotoxicity (Guo et al.,
2009). Mice were treated with kava extracts through a feeding tube for
14 weeks, and the common gene interactions were identified by DNA
microarray analysis. Significant changes in 42 gene pathways were
identified, many of which belong to the cytochrome p450 family that
metabolizes many substances that are foreign to the body. This study
concluded that hepatotoxicity from kava may involve drug—herb inter-
actions through these metabolizing genes (Guo et al., 2009; Teschke et
al., 2009). The studies by Behl et al. (2011) and Co6té et al. (2004) also
describe interactions of kava with other genes in the cytochrome p450
family that could cause drug interactions. These studies suggest that
using kava could change the ability or rate of the liver’s metabolizing
genes involving other drugs, which could then build up in the liver,
resulting in toxicity.
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Carcinogenicity

Because of the toxic interactions of kava in the liver, studies have
been performed to test P. methysticum extracts as possible hepatocar-
cinogens. One study tested kavalactones as possible cancer-causing
agents. Two commercially prepared kava supplements were tested
alongside six extracted kavalactones for effects on L5178Y lymphoma
cells in mice. None of the tested samples demonstrated mutations in the
L5178Y synthesis pathway. So, while the kavalactones cause hepato-
toxicity, they do not appear to be carcinogenic in these cells (Whittaker
et al., 2008). However, other research has suggested that kava extracts
may promote cancer. One study examined the dose-dependent effects
of kava on the livers in rats and mice (Behl et al., 2011). Long-term
effects were tested alongside differing dosages of kava. This study
found that male mice had an increase in hepatoblastomas and female
mice had elevated rates of adenoma and carcinoma in low- and mid-
dose groups. The researchers believed that this was evidence that kava
usage could increase the risk of cancer in humans as well, but future
studies would have to be conducted to be conclusive (Behl et al., 2011).

Chemoprevention

Studies have provided evidence that kava may have some uses in
cancer prevention. Researchers analyzed compounds in kava for their
properties in cancer prevention (Einbond et al., 2017; Shaik et al.,
2009). Using lung cancer tissues, fractionated compounds were tested
for their ability to inhibit nuclear factor kB (NF-kB), a transcription
factor that can be involved in the onset of cancer. After identifying
which fraction inhibited the pathway the most, >C-NMR spectroscopy
was used to pinpoint methysticin as the kavalactone involved in NF-kB
suppression. The researchers asserted that methysticin and other analo-
gous kavalactones may provide an explanation for the cancer-
preventive properties of P. methysticum (Shaik et al., 2009).

A recent study examined P. methysticum as a possible inhibitor of
skin cancer (Jeong et al., 2015). This study tested ethanolic extracts of
kava roots and found that they inhibited melanin synthesis in MSH-
activated B16 melanoma cells. Specifically, the kavalactones known as
flavokawains B and C were isolated and identified as the compounds
involved in melanogenesis inhibition. Excessive production of melanin
has been linked to skin cancer, thus kava extracts may contain natural
agents that are effective in skin cancer protection (Jeong et al., 2015).
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Antidepressant

Kava is typically used to treat anxiety, but studies have been per-
formed to evaluate its antidepressant effect. A three-week clinical trial
for anxiety and depression in a double-blind crossover design was con-
ducted on 60 adults (Sarris et al., 2009). Researchers tested individuals
that had experienced heightened levels of anxiety for at least one
month. Using the Hamilton Anxiety Scale, Beck Anxiety Inventory,
and the Montgomery-Asberg Depression Rating Scale, it was deter-
mined that Kava worked as a treatment for anxiety and was also effec-
tive for depression following anxiety (Sarris et al., 2009).

Contraindications

Dermopathy

Kava dermopathy is a common side effect of extended kava us-
age. One study reports that 45% of regular kava users have dermopathy
and 75% of heavy users have the symptoms (Hannam et al., 2014). The
symptoms of kava dermopathy include a gray, dry, scaly rash on the
skin, and sunlight has been known to intensify the symptoms. In Fiji,
kava dermopathy is called kanikani and was traditionally viewed as a
symbol of privilege because chiefs were typically the largest consumers
of kava. The treatment for kava dermopathy is to simply reduce or re-
strict one’s consumption of kava (Hannam et al., 2014), which results
in elimination of the symptoms.

Liver Toxicity

As previously mentioned, Germany banned the use of kava in
2002 followed by many European countries, Australia, and Canada
(Whittaker et al., 2008). This ban resulted because 10 individuals re-
quired liver transplants after using encapsulated kava or solvent extrac-
tions (Showman et al., 2015). Two patients were from the U.S., two in
Switzerland, and six in Germany. These transplants took place between
1999 and 2002 (Showman et al., 2015). This led to the many studies on
hepatotoxicity to understand how safe it is to use kava. As previously
described, kava has been found to interact with metabolizing genes and
possibly other drugs (Yamazaki et al., 2008; Guo et al., 2009) and is a
suspected hepatocarcinogen (Whittaker et al., 2008; Behl et al., 2011).
However, some were unsure whether kava itself was the source of tox-
icity or if it was the solvent extractions and encapsulated forms com-
monly used in the U.S. and Europe that was creating the danger
associated with kava. Research on kava toxicity in human liver was
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previously primarily performed on solvent extracts using ethanol and
acetone. In 2009, a research team also assessed liver toxicity of tradi-
tional kava extracts and kava in mixed herb extractions. Using clinical
data from the Council for the International Organizations of Medical
Sciences, it was determined that traditional and kava-herb mixtures also
led to liver toxicity. Therefore, the kava plant itself is most likely the
cause of toxicity (Teschke et al., 2009).

Purity/Quality

In light of the hepatotoxicity of P. methysticum, some measures to
control the purity and quality of commercial kava products are essen-
tial. One study indicated the need for quality control by comparing the
contents of 25 commercial kava extracts for toxicity and chemical
makeup. The results showed that there was a high amount of variability
in the products tested for both composition and toxicity. The research-
ers assert that kava has become popular enough to warrant heavier re-
search and characterization of the products in the U.S. (Martin et al.,
2014). Studies of the use of UV/visible absorbance to assess the quality
of commercial kava suggest that this is a good method to distinguish
between different types of kava and that colorimetric methods can be
used to detect poor-quality raw material (Lebot and Legendre, 2016).
The types of kava include “noble,” which provides health benefits and
doesn’t have undesirable side effects, “wichmanni,” and “two day,”
which can result in health damage (Lhuissier et al., 2017).

In 2011, a six-point plan was suggested to standardize commercial
kava products (Teschke et al., 2011; Teschke and Lebot, 2011). The six
suggestions are as follows:

¢ Only noble kava crops that are at least five years old should be
used in commercial kava preparation because people that use
kava traditionally don’t appear to have the same problems
with toxicity. As a precaution, the same cultivar should be
used, preferably the noble cultivar Borogu.

e Only peeled rhizomes and roots should be used and not any of
the shoots or leaves. Currently, any part of the plant can pass
exportation, but other parts of the plant (besides the roots and
rhizomes) have a different chemical makeup that could con-
tribute to toxicity.

e Extractions should be performed using water instead of
chemical solvents. Studies may show that extraction methods
do not affect the toxicity of the kava, but using only aqueous
extractions more closely resembles traditional techniques,
which are currently believed to be safer for use.
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e Dose limitations and treatment duration need to be established.
Germany limited kava consumption to 120 mg per day before
the 2002 ban while Australia has a maximum limit of 250 mg
per day. In vast contrast to these amounts, the daily amount
used by island cultures in traditional drinks is 2500 mg. Cur-
rently, the safe limit and duration for treatment are unknown
and should be determined to provide safe guidelines for kava
users.

e Research needs to continue on kava to determine safety
thresholds and effectiveness as an anxiolytic.

e Government quality control of commercial kava should be in
place and enforced.

Current Use in Allopathic and CAM Therapies

Preparations for CAM Use

Traditionally, kava is consumed as a beverage in cultures of the
Pacific Islands. The introduction of kava into western culture has liter-
ally taken different forms. Baker (2012) asserts that kava has been
“pharmaceuticalized” in western cultures, meaning that it has been
taken from its original form and made to more closely resemble phar-
maceutical treatments. Kava is now commonly extracted into alcohol or
acetone as many other plant extractions are. Often, it is dried, ground,
and administered as a pill. Many attempts to chemically isolate com-
pounds from kava also indicate “pharmaceuticalization” (Baker, 2012).
Kava now exists in many forms for medicinal use, including liquid ex-
tracts, pills, gel-caps, and teabags, and can be purchased at supermar-
kets, health-food stores, grocery stores, and online (Singh, 2009). At
the same time, western cultures also use kava recreationally, in similar
ways to alcohol or as a means to attain a “legal high” (Baker, 2012).
Recreationally, kava is sometimes consumed similarly to the traditional
method by drinking it out of a shared bowl with smaller bowls, al-
though the drink is often consumed on its own. Kava bars have even
begun finding their way into western cultures; there patrons can con-
sume kava either by the cup or in a tanoa, the large bowl for large par-
ties. The primary difference with recreational consumption is that the
ceremonial context of kava is removed. Both western and Pacific cul-
tures have made shifts towards recreational use of kava (Baker, 2012).
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Anxiolytic uses

P. methysticum extracts and capsules are sold as a remedy for
anxiety. Kava has been studied alongside other anxiolytics, such as
oxazepam and other benzodiazepines, without the unwanted side ef-
fects of dizziness, drowsiness, and addiction that often accompany ben-
zodiazepines (Walji, 1997 as cited in Baker, 2012). In pill form, kava
has differing amounts per capsule, usually ranging from 100 to 250 mg,
and concentrations varying from 30 to 70%. To reach anxiolytic effects
similar to oxazepam, the recommended treatment is three 100-mg doses
of 70% kavalactone concentration (Bloomfield, 1998 as cited in Baker,
2012).

Discussion

Uses for P. methysticum vary from traditional ceremonial bever-
ages to extracts and pills meant to treat anxiety. Kavalactones in the
roots and rhizomes have been identified as the primary compounds
involved in biological activity in humans. However, in light of several
cases of hepatotoxicity, caution and standardization appears to be nec-
essary for safe consumption of kava. Research on kava would be bene-
ficial to understand herb—drug interactions and the exact mode of
toxicity. Current allopathic uses are primarily anxiolytic with kava be-
ing sold as a supplement to treat anxiety. Recreational uses of kava are
also increasing, further increasing the need for research on kava’s con-
traindications.

References Cited

Achenbach, H. & Karl, W. (1970). Uber die Isolierung von zwei neuen
Pyrrolididen aus Rauschpfeffer (Piper methysticum Forst). Organische
Chemie, 103(8), 2535-2540.

Baker, J. D. (2012). Pills, potions, products: Kava's transformations in
new and nontraditional contexts. Contemp Pacific, (2), 233.

Behl, M., Nyska, A., Chhabra, R. S., Travlos, G. S., Fomby, L. M.,
Sparrow, B. R., et al. (2011). Liver toxicity and carcinogenicity in
F344/N rats and B6C3F1 mice exposed to Kava Kava. Food Chem
Toxicol, 49(11), 2820-2829. http://dx.doi.org/10.1016/j.fct.2011.07.067



Ethnobotanical Review of Kava 97

Brian (Photographer) (2012, June 28). Kava ceremony on Kadavu
[digital image]. Retrieved from https://www.flickr.com/photos/
bdearth/7499484598/in/faves-146073880@N02/

Cote, C. S., Kor, C., Cohen, J., & Auclair, K. (2004). Composition and
biological activity of traditional and commercial kava extracts.
Biochem Biophys Res Commun, 322(1), 147-152. http://dx.doi.org/
10.1016/j.bbrc.2004.07.093

Dattilio, F.M. (2002). The use of Kava and cognitive-behavior therapy
in the treatment of panic disorder. Cogn Behav Pract, 9, 83-88.

Dragull, K., Yoshida, W. Y., & Tang, C. (2003). Piperidine alkaloids
from P.  methysticum.  Phytochemistry,  63(2), 193-198.
http://dx.doi.org/10.1016/S0031-9422(03)00111-0

Einbond, L.S., Negrin, A., Kulakowski, D.M., Wu, H.A., Antonetti, V.,
Jalees, F., et al. (2017). Traditional preparations of kava (Piper
methysticum) inhibit the growth of human colon cancer cells in vitro.
Phytomedicine, 24, 1-13.

Forest & Kim Starr (Photographer) (2009a, November 4). starr-
091104-1007-Piper_methysticum-habit-Kahanu_Gardens NTBG _
Kaeleku Hana-Maui [digital image]. Retrieved from https:/www.
flickr.com/photos/starr-environmental/24691836230/in/faves-
146073880@N02/.

Forest & Kim Starr (Photographer) (2009b, November 4). starr-
091104-8926-Piper_methysticum-leaves-Kahanu_Gardens NTBG _
Kaeleku Hana-Maui [digital image]. Retrieved from https:/www.
flickr.com/photos/starr-environmental/24692827800/in/faves-
146073880@N02/

Guo, L., Shi, Q., Dial, S., Xia, Q., Mei, N., Li, Q., et al. (2009). Gene
expression profiling in male B6C3F1 mouse livers exposed to kava
identifies—Changes in drug metabolizing genes and potential
mechanisms linked to kava toxicity. Food Chem Toxicol, 48(2), 686-
696. http://dx.doi.org/10.1016/j.£ct.2009.11.050

Jaggy, H. & Achenbach, H. (1992). Cepharadione A from Piper
methysticum. Planta Med, 58(1), 111.



98 Biological Sciences

Jeong, H., Lee, C. S., Choi, J., Hong, Y. D., Shin, S. S., Park, J. S., et
al. (2015). Flavokawains B and C, melanogenesis inhibitors, isolated
from the root of Piper methysticum and synthesis of analogs. Bioorg
Med Chem Lett, 25(4), 799-802. http://dx.doi.org/10.1016/j.bmcl.
2014.12.082

Hannam, S., Murray, M., Romani, L., Tuicakau, M., & J Whitfeld, M.
(2014). Kava dermopathy in Fiji: an acquired ichthyosis? International
J Dermatol 53(12), 1490-1494. doi:10.1111/ijd.12546

Ketola, R. A., Viinamiki., J, Rasanen, 1., Pelander, A., & Goebeler, S.
(2015). Fatal kavalactone intoxication by suicidal intravenous injection.
Forensic Sci Int, 249, e7-ell. http://dx.doi.org/10.1016/j.forsciint.
2015.01.032

Lebot, V. & Legendre, L. (2016). Comparison of kava (Piper
methysticum Forst.) varieties by UV absorbance of acetonic extracts
and high-performance thin-layer chromatography. J Food Comp Anal
48, 25-33.

Lhuissier, T., Mercier, P.E., Michalet, S., Lebot, V. & Legendre, L.
(2017). Colorimetric assessment of kava (Piper methysticum Forst.)
Quality. J Food Comp Anal, 59: 27-34.

Ligresti, A., Villano, R., Allara, M., Ujvary, 1., & Di Marzo, V. (2012).
Kavalactones and the endocannabinoid system: The plant-derived
yangonin is a novel CB1 receptor ligand. Pharmacol Res, 66(2), 163-
169. http://dx.doi.org/10.1016/j.phrs.2012.04.003

Lide, S., Torok, M., Dieterle, S., Jaggi, R., Biiter, K.B. & Krihenbiihl,
S. (2008). Hepatocellular toxicity of kava leaf and root extracts.
Phytomedicine, 15, 120-131.

Martin, A. C., Johnston, E., Xing, C., & Hegeman, A. D. (2014).
Measuring the chemical and cytotoxic variability of commercially
available kava (P. methysticum G. Forster). Plos ONE, 9(11), 1-7.
doi:10.1371/journal.pone.0111572.

Narayanapillai, S.C., Balbo, S., Lietzan, P., Gill, A.E., Upadhyaya, P.,
Shaik, A.A., et al. (2014). Dihydromethysticin from kava blocks
tobacco carcinogen 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone-
induced lung tumorigenesis and differentially reduces DNA damage in
A/J mice. Carcinogenesis 10, 2365-2372.



Ethnobotanical Review of Kava 99

Nelson, S. C. (2011). Farm and forestry production and marketing
profile for kava (P. methysticum). In Elevitch, C.R. (ed.). Specialty
crops for Pacific Island agroforestry. Permanent Agriculture Resources
(PAR), Holualoa, Hawai’i. http://agroforestry.net/scps

Rex, A., Morgenstern, E & Fink, H. (2002). Anxiolytic-like effects of
Kava-Kava in the elevated plus maze test—a comparison with
diazepam. Prog Neuro-Psychopharmacol Biol Psychiatry, 26: 855-860.

Sarris, J., Kavanagh, D. J., Byrne, G., Bone, K. M., Adams, J., & Deed,
G. (2009). The kava anxiety depression spectrum study (KADSS): a
randomized, placebo-controlled crossover trial using an aqueous extract
of P. methysticum. Psychopharmacology, 205(3), 399-407.

Savage, K. M., Stough, C. K., Byrne, G. J., Scholey, A., Bousman, C.,
Murphy, J., et al. (2015). Kava for the treatment of generalised anxiety
disorder (K-GAD): study protocol for a randomized controlled trial.
Trials, 16, 493. http://doi.org/10.1186/s13063-015-0986-5

Shaik, A. A., Hermanson, D. L., & Xing, C. (2009). Identification of
methysticin as a potent and non-toxic NF-kB inhibitor from kava,
potentially responsible for kava’s chemopreventive activity. Bioorg
Med Chem Lett, 19(19), 5732-5736. http://dx.doi.org/10.1016/j.bmcl.
2009.08.003

Showman, A. F., Baker, J. D., Linares, C., Naeole, C. K., Borris, R.,
Johnston, E., et al. (2015). Contemporary Pacific and Western
perspectives on ‘awa (P. methysticum) toxicology. Fitoterapia, 100,
56-67. http://dx.doi.org/10.1016/j.fitote.2014.11.012

Singh, Y. N. (2009). Kava: An old drug in a new world. Cultural
Critique, (71), 107-128.

Singh, Y. N., & Blumenthal, M. (1997). Kava: An overview.
Herbalgram, (39), 33.

Tanaka, A., Hamada, N., Fujita, Y., Itoh, T., Nozawa, Y., linuma, M.,
& Ito, M. (2010). A novel kavalactone derivative protects against
H202-induced PC12 cell death via Nrf2/ARE activation. Bioorg Med
Chem, 18(9), 3133-3139. http://dx.doi.org/10.1016/ j.bmc.2010.03.034

Terazawa, R., Akimoto, N., Kato, T., Itoh, T., Fujita, Y., Hamada, N.,
et al. (2013). A kavalactone derivative inhibits lipopolysaccharide-



100 Biological Sciences

stimulated iNOS induction and NO production through activation of
Nrf2 signaling in BV2 microglial cells. Pharmacol Res, 71, 34-43.
http://dx.doi.org/10.1016/j.phrs.2013.02.002

Teschke, R. & Lebot, V. (2011). Proposal for a Kava quality
standardization code. Food Chem Toxicol, 49, 2503-2516.

Teschke, R., Genthner, A., & Wolff, A. (2009). Kava hepatotoxicity:
Comparison of aqueous, ethanolic, acetonic kava extracts and kava—
herbs mixtures. J Ethnopharmacol, 123(3), 378-384. http://dx.doi.org/
10.1016/j.jep.2009.03.038

Teschke, R., Sarris, J., & Lebot, V. (2011). Kava hepatotoxicity
solution: A six-point plan for new kava standardization. Phytomedicine,
18(2-3), 96-103. http://dx.doi.org/10.1016/j.phymed.2010.10.002

Vallance, A. K. (2002). Kava Tonga. J Altern Complement Med, 8(3),
231-235. doi:10.1089/ 10755530260127934

Warmka, J.K., Solberg, E.L., Zeliadt, N.A., Srinivasan, B., Charlson,
A.T., Xing, C. et al. 2012. Inhibition of mitogen activated protein
kinases increases the sensitivity of A549 lung cancer cells to the
cytotoxicity induced by a kava chalcone analog. Biochem Biophys Res
Commun, 424: 488-492.

Whittaker, P., Clarke, J. J., San, R. H. C., Betz, J. M., Seifried, H. E.,
de Jager, L. S., et al. (2008). Evaluation of commercial kava extracts
and kavalactone standards for mutagenicity and toxicity using the
mammalian cell gene mutation assay in L5178Y mouse lymphoma
cells. Food Chem Toxicol, 46(1), 168-174. http://dx.doi.org/
10.1016/j.fct.2007.07.013

Yamazaki, Y., Hashida, H., Arita, A., Hamaguchi, K., & Shimura, F.
(2008). High dose of commercial products of kava (Piper methysticum)
markedly enhanced hepatic cytochrome P450 1A1 mRNA expression
with liver enlargement in rats. Food Chem Toxicol, 46(12), 3732-3738.
http://dx.doi.org/10.1016/.fct.2008.09.052

Yang, X. & Salminen, W.F. 2011. Kava extract, an herbal alternative
for anxiety relief, potentiates acetaminophen-induced cytotoxicity in rat
hepatic cells. Phytomedicine, 18, 592-600.



Identification and Characterization
of a New Bacillus Species

Adriana M. Hall,1 Donald H. Warner,1 and Brent Hunt?
'Dixie State University; “Soft Cell Biological
Research

ABSTRACT

A new Bacillus strain or species isolated from a human blood specimen
was studied by phenotypic, chemotaxonomic, and genetic
characterizations. This bacterium has phenotypic and chemotaxonomic
characteristics similar with those of Bacillus licheniformis and may be
a new strain of this species; however, 16S rRNA gene sequencing
indicates the bacterium may be a new species. This bacterium has
adapted to exist in both the classic and the L-form configuration. Some
antibiotics treat bacterial infections by affecting cell wall synthesis of
the bacteria present, but this novel bacterium does not have a cell wall
in the L-form configuration. This adaptation has potential
physiological benefits to the bacterium including, but not limited to,
resistance to various antibiotics.
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INTRODUCTION

Bacteria within the phylum Firmicutes genus Bacillus are rod-
shaped, endospore-producing, gram-positive organisms, all of which
are obligate aerobes or facultative anaerobes. Many of these are com-
mon soil bacteria, although some are associated with disease. Two
members of this genus, Bacillus licheniformis and Bacillus subtilis, are
motile, facultative anaerobes found in soils and grow in neutral or alka-
line conditions (Takami et al., 2000). B. licheniformis produces toxins
associated with human diseases (e.g., food poisoning) and toxins that
inhibit the function of mammalian sperm flagella (Salkinoja-Salonen et
al., 1999). In addition to the toxin production in B. licheniformis
strains, the bacteria produce degradable bioflocculants that are used
industrially to manufacture enzymes, antibiotics, and chemicals that aid
in environmental nutrient cycling (Rey et al., 2004). B. subtilis can also
potentially cause infections in humans, specifically in an abscess, the
respiratory tract, and the urinary tract (Turnbull, 1996).

L-form or CWD (cell wall-deficient) is a term for bacteria that are
able to shed their cell wall, after which they can only survive in an iso-
tonic supportive environment that compensates for the loss of protec-
tion provided by a cell wall. The lack of a cell wall makes detection of
the bacteria by staining difficult (Dienes, 1970), and occasional suc-
cesses generally have not been verifiable by other laboratories (Allan et
al., 2009), which causes some researchers to be skeptical of the exis-
tence of these bacteria when the bacteria are in the L-form configura-
tion.

Here we describe a previously unknown Bacillus species, similar
genetically and phenotypically to B. licheniformis and B. subtilis, that
was isolated as an L-form bacterium from a human blood sample. To
analyze this new Bacillus species, we subjected it to standard genetic,
chemotaxonomic, phenotypic, and antibiotic sensitivity tests.

METHODS

Isolation and Culture

The bacteria were initially isolated in the L-form configuration
from a blood sample. A drop of blood was aseptically collected by a
finger lance from a 57-year-old man with a history of chronic anemia.
The blood drop was incubated in a vial of brain—heart infusion broth
(Carolina Biological Supply) without agitation for 14 days at room
temperature. Aliquots from the vial were then transferred to two media
plates of brain—heart infusion agar. Aliquots were covered quickly with
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sterile glass coverslips to stabilize osmolarity since L-form bacteria
need an isotonic environment. One plate was then incubated aerobi-
cally, and another anaerobically, at 37°C for 48 hours, and then at room
temperature for periods up to 10 weeks. The long incubation times
were necessary for the L-form bacteria to convert to classic-form bacte-
ria with cell walls. Colonies were then transferred aseptically to blood
agar plates (Tryptic Soy Agarose + 5% sheep red cells, Hardy Diagnos-
tics) and incubated at 37°C until new colonies of sufficient size were
formed to allow extraction and sequencing of 16S ribosomal RNA.

Genetic Testing

Total DNA extractions from agar plates were performed using
PrepMan Ultra sample preparation reagent. Total DNA extractions
were then diluted to 1:50 using Millipore water (Millipore RiOs 16)
and stored at 0°C. Initial PCR on samples was performed using the
MicroSEQ 500 16S rDNA PCR kit on a GeneAmp 9700 PCR system
in 9600 emulation mode following a reaction volume optimized version
of the MicroSEQ 500 16S rDNA Identification protocol. Verification
of initial PCR success was performed using 2.2% Agarose FlashGel
DNA Cassettes (Lonza FlashGel system). Verified samples were
cleaned using HT ExoSAP-IT (Affymetrix USB) and cycle sequenced
using a MicroSEQ 500 16s rDNA Sequencing Kit and a reaction vol-
ume optimized version of the MicroSEQ 500 16S rDNA Identification
protocol.

Cycle sequencing products were cleaned and dried using a modi-
fied version of the BigDye Terminator v1.1 Cycle Sequencing Kit’s
Ethanol/EDTA/ Sodium Acetate precipitation protocol. Samples were
prepared and Sanger Sequenced on a Long Ranger Polyacrylamide gel
(Lonza) using an ABI Prism 377-96 DNA Sequencer (Applied Biosys-
tems) with a BigDye v3.1 Matrix tracking file according to the manu-
facturer’s instructions.

Subsequent sequence trimming and contiguous sequence assem-
bly was performed using Sequencher DNA Sequence Analysis Soft-
ware (Gene Codes Corporation). Contiguous sequences were then
compared against the publicly available 16S ribosomal RNA (Bacteria
and Archaea) database using NCBI BLASTn (National Center for Bio-
technology Information).

Phenotypic Testing

Shape and cell wall configuration were analyzed through micro-
scopic examination following gram staining. To find the optimal tem-
perature at which the bacteria grow, they were inoculated into three sets
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of six test tubes each and incubated at three different temperatures
(25°C, 30°C, 35°C). The mobility of the bacteria was tested by stab
inoculation of a motility medium (Carolina Biological Supply) with
0.05 g/liter triphenyltetrazolium chloride added as a color indicator.
Endospore production was determined by culturing cells for two days
in tryptic soy broth (Carolina Biological Supply) and performing mi-
croscopic analysis following primary stain with 1% malachite green
hydrochloride (Carolina Biological Supply) and secondary stain with
safranin (Carolina Biological Supply).

Chemotaxonomic Testing

Tests for oxygen utilization enzymes and a test to analyze the use
of oxygen by the bacterium were performed. The oxidase test was used
to determine the presence of cytochrome ¢ oxidase enzyme. A catalase
test was used to determine the presence of catalase enzyme. A fluid
thioglycollate (Carolina Biological Supply) test was conducted to
measure oxygen utilization.

Because the bacteria were obtained from an adult male having
chronic anemia, a hemolysis test on blood agar plates (Tryptic Soy
Agarose + 5% sheep red cells, Hardy Diagnostics) was conducted to
observe the effects of any metabolic enzymes or toxins present that lyse
red blood cells. To analyze more metabolic enzymes present in the bac-
teria and the pH conditions at which the bacteria can grow, we also
inoculated a microtiter plate (GEN III MicroPlate, Biolog, Inc.).

Antibiotic Testing

Two antibiotics, penicillin and vancomycin, were used to test for
conversion of classic to L-form configuration. Bacteria were exposed to
the antibiotics on live slides while the bacteria were in the classic-form
configuration. The bacteria were analyzed at day one and day three of
exposure to each antibiotic for L-form formation.

RESULTS

Genetic Results

The 16S rRNA gene sequence of the new bacterial isolate was
98.4% similar to that of B. licheniformis (Table 1) and 98% similar to
B. subtilis (data not shown).
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Table 1. 16s-rRNA gene sequence comparison of unknown bacteria
with B. licheniformis

Sample Z-879 D-56-B-PCN 98.4% SC-
65 68 "84 8 8§ 9 278
C4A CAT TAG GAT CAG CAT G4A

Bacillus licheniformis strain DSM 13 16S ribosomal RNA gene, complete sequence
Sequence ID: NR_1189896. 1Length: 1545Number of Matches: 1

Related Information

<pre> <@aln_gene_info@> </pre>

Range 1: 34 to 499GenBankGraphics

Alignment statistics for match #1

Score Expect Identities Gaps Strand
822 bits(445) 0.0 459/466(98%) 0/466(0%) Plus/Flus

Query 1 GGCGTGCCTAATACATGCANGTCGAGCGGACAGATGGGAGCTTGCTCCCTGATGTGAGCE 60
FURRRRRRRECRRRE R i e v e e v e Crinne e in e i
Sbjct 34 GGCGTGCCTAATACATGCAAGTCGAGCGGACCGAEGGGAGCTTGCTCCCTRAGGTEAGCE 93

. Query 61 GCGGACGGETGAGTAACACGTGGGTAACCTGCCTGTARGACTGGGATAACTCCGGGARRC 120
R R AR RN RN NN AN
Sbjct 94 GCGGACGGGTGAGTAACACGTGGGTAACCTGCCTGTARGACTGGGATAACTCCGGGARAC 153

Query 121 CGGGGCTAATACCCGATCCTTGATTGAACCGCATGGTTCAATTATANAAGETGGCTTTTA 180
FECCRRRRERRRRRR i i e e e et penennernnneeein
Sbjet 154 CGGGGCTAATACCGGATGCTTGATTGAACCGCATGGTTCAATCATAARAGGTGGCTTTTA 213

Query 181 GCTACCACTTACAGATGGACCCGCGGCGCATTAGCTAGTTGGTGAGGTARCGGCTCACCA 240
FPECTRRRT LR e e e
Sbjct 214 GCTACCACTTACAGATGGACCCGCGGCGCATTAGCTAGTTGGTGAGGTARCGGCTCACCA 273

Query 241 AGGCAACGATGCGTAGCCGACCTGAGAGGGTGATCGGCCACACTGGGACTGAGACACGGE 300
UL R et
Sbjct 274 AGGCGACGATGCGTAGCCGACCTGAGAGGGTGATCGGCCACACTGGGACTGAGACACGGE 333

Query 301 CCAGACTCCTACGGGAGGCAGCAGTAGGGAATCTTCCGCARTGGACGARAGTCTGACGGR 360
PERRERRE R R e e e e et
Sbjct 334 CCAGACTCCTACGGGAGGCAGCAGTAGGGAATCTTCCGCANTGGACGAAAGTCTGACGGA 393

Query 361 GCARCGCCGCGTGAGTGATGAAGGTTTTCGGATCGTARRACTCTGTTGTTAGGGAAGARC 420

N N N NN NN RN NNNE AN
Sbjct 394 GCAACGCCGCGTGAGTGATGAAGGTTTTCGGATCGTAAMACTCTGTTGTTAGGGAAGAAC 453
Query 421 AAGTACCGTTCGAATAGGGCGGTACCTTGACGGTACCTAACCAGAR 466

FURRRRRTRRE R R E i At e e et
Sbict 454 AAGTACCGTTCGAATAGGGCGGTACCTTGACGGTACCTAACCAGAA 499

Phenotypic Results

The bacteria are rod shaped and stain gram positive (Fig. 1). The
bacterial size is approximately 1 pm in width X 3—4 pm in length. The
bacteria grow best at 35°C. The bacteria are motile as observed by the
red growth outward from the inoculation line in the motility medium
(Fig. 2). The endospore stain demonstrated the production of en-
dospores like all other bacteria in this genus (data not shown).
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Figure 1. A bifocal microscope photograph of the new Bacillus species shown
with a gram stain.

Figure 2. A visual of the motility of the bacteria spreading outside the inocula-
tion stab line. Red coloring is due to the 0.05 g/liter triphenyltetrazolium chlo-
ride color indicator.
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Chemotaxonomic Results

The isolate was oxidase negative (data not shown) and catalase
positive (Fig. 3). The fluid thioglycollate medium test confirmed that
the new Bacillus species are facultative anaerobes (data not shown).
The new bacterial isolate can lyse red blood cells (Fig. 4). The micro-
titer plate analysis showed that the bacteria can use more sugars as nu-
trients than B. licheniformis and B. subtilis (Table 2). The new bacterial
isolate can grow at lower pH levels than human physiological pH of
7.4. The bacteria grew well at pH 6 and even exhibited some growth at
pH 5 (Fig. 5).

Figure 3. Results of catalase test shown by bubbling of the inoculate in the
presence of H,O,.

Figure 4. The new bacterial isolate can lyse red blood cells as visualized by the
clearing around the bacteria growth on the blood agar demonstrating beta-
hemolysis.
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with B. licheniformis and B. subtilis

Table 2. Phenotypic results of the new Bacillus species compared

Test Isolates
New Bacillus | Bacillus Bacillus
species lichenifomis | subtilis
Oxidase NEG NEG POS
Catalase POS POS POS

D-raffinose POS

POS

NEG

Formic acid POS

NEG

POS

Stachyose POS

NEG

NEG

Methyl pyruvate POS

NEG

NEG
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Antibiotic Testing

Results showed classic-form bacteria reverting to the L-form con-
figuration in the presence of penicillin after three days of exposure.
During the first day, the classic-form bacteria began to form biofilms
with minimum L-form configuration bacteria present. After the third
day of exposure, there was presence of heavy biofilm growth as well as
a larger amount of L-form configuration bacteria present (Fig. 6). As
for the vancomycin resistivity, the bacteria had a large amount in clas-
sic-form configuration and a small amount in the L-form configuration
after three days (Fig. 7).

Large amount of bacteria
in L-form configuration

Figure 6. L-form bacteria viewed by phase contrast microscopy after exposure
to penicillin for three days.

Large amount of bacteria in
classie form configuration

o

Figure 7. Classic rod-shaped bacteria configuration viewed by phase contrast
microscopy after exposure to vancomycin for three days.
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DISCUSSION

Genetic Interpretation

The new Bacillus isolate is 98.4% similar to B. licheniformis and
98% similar to B. subtilis according to the 16S rRNA gene sequence.
One definition of separate species in bacteria corresponds to less than
97% 16S rRNA sequence identity (Stackebrandt and Goebel, 1994).
Since the new Bacillus species shows only 2% or less difference in its
16S rRNA sequence than B. licheniformis and B. subtilis, it may be just
a separate strain of one of these two species or it may be a separate
species. Further genetic tests on other gene sequences needs to be con-
ducted to further differentiate the new Bacillus species from B. licheni-
formis and B. subtilis. Amplification and sequencing of the gryB gene
and the rpoB gene specifically would help pinpoint the phylogenetic
position of the bacterial isolate (Drancourt and Raoult, 2005).

Phenotypic Interpretation

The gram-positive cell wall (Fig. 1), facultative growth, and the
presence of endospores are characteristics of many Bacillus species;
therefore, the new bacterial isolate was compared with similar species
in the Bacillus genus. The motility of the new Bacillus bacterium nar-
rowed the search for sister taxon because not all Bacillus species are
motile (Clearly, Miller, and Martinez 2002).

Chemotaxonomic Interpretation

B. subtilis has the cytochrome ¢ enzyme that uses oxygen as an
electron acceptor, whereas B. licheniformis and the new Bacillus spe-
cies do not. All three of the bacteria contain the catalase enzyme (Table
2) aiding them in the breakdown of reactive oxygen species. To further
solidify this close relationship, the results from the fluid thioglycollate
medium test showed all three species as facultative anaerobes (data not
shown). The hemolysis of the blood agar further narrowed the search
for sister taxon because not all Bacillus species are B-hemolytic (Papa-
paraskevas et al., 2004).

To identify which of the two known bacteria is closer phenotypi-
cally to the new bacterial isolate, a Biolog Gen III multi-test microtiter
plate was inoculated for all three bacteria and results were used for
comparison (Fig. 5). Two of the test results in the microtiter plate dif-
ferentiate the new Bacillus isolate from the two known bacteria (Table
2). These test results showed the presence of enzymes in the new bacte-
rial isolate that use D-raffinose for an energy source and formic acid as
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a carbon source. B. licheniformis and the new Bacillus isolate share the
enzyme to breakdown D-raffinose for energy, whereas B. subtilis does
not. B. subtilis and the new Bacillus isolate share a different enzyme
that breaks down formic acid for a carbon source, whereas B. licheni-
formis does not. This comparison did not show a closer phenotypic
relationship to either B. licheniformis or B. subtilis because the new
Bacillus isolate has enzymes found in both known bacteria. However,
two other tests showed enzymes present in the new Bacillus isolate but
not in B. licheniformis or B. subtilis (Table 2, Fig. 5). The new Bacillus
isolate contains an enzyme that breaks down stachyose for energy and
another enzyme that breaks down methyl pyruvate for a carbon source.
These results not only differentiate the new Bacillus isolate from B.
licheniformis and B. subtilis but clearly show that further testing needs
to be done. The similarity of the 16S rRNA gene sequence narrowed
the search for the sister taxon, but with the two enzymes the new Bacil-
lus isolate has, the percent of similarity among the three bacteria needs
to be further analyzed through phenotypic and genotypic testing.

Antibiotic Interpretation

With the adaptation of reverting to the L-form configuration in the
presence of some antibiotics, this bacterium has potential physiological
benefits including, but not limited to, resistance to various antibiotics
(Errington et. al, 2016). By not having a cell wall in the L-form, the
bacterium is able to survive after the antibiotic has run its course. The
adaptation of no longer containing a cell wall while in the human blood
could be a result of the 1.6% difference in the 16S rRNA gene se-
quence between the new Bacillus species and B. licheniformis.

Further Research

Further genotypic, phenotypic, chemotaxonomic, and antibiotic
testing is needed to solidify the identity of the new Bacillus bacterial
isolate as a new strain of B. licheniformis or B. subtilis or as a new
separate species.

ACKNOWLEDGMENTS

We acknowledge Jesus Soto for assisting with the antibiotic test-
ing. We thank Dixie State University for the supplies to carry out the
research project.



112 Biological Sciences

REFERENCES CITED

Allan, E. J., Hoischen, C., Gumpert, J. (2009). Bacterial L-forms. Adv
Appl Microbiol 68, 1-39.

Cleary, T., Miller, N., Martinez, O. V. (2002). Evaluation of wet-prep
motility test for presumptive identification of Bacillus species. J Clin
Microbiol 40(2), 730-730. doi:10.1128/jcm.40.2.730.2002

Dienes, L. Biology and morphology of L forms with a note on the
relation of L forms to mycoplasmas. In: Sharp, J. T., ed. The Role of
Mycoplasmas and L Forms of Bacteria in Disease (Springfield, IL:
Charles C. Thomas, 1970), pp. 285-312.

Drancourt, M., & Raoult, D. (2005). Sequence-based identification of
new bacteria: a proposition for creation of an orphan bacterium
repository. J Clin Microbiol 43(9), 4311-4315. doi:10.1128/jcm.
43.9.4311-4315.2005

Errington J, Mickiewicz K, Kawai Y, Wu LJ. (2016). L-form bacteria,
chronic diseases and the origins of life. Phil Trans R Soc B 371,
20150494. http://dx.doi.org/10.1098/rstb.2015.0494

Papaparaskevas, J., Houhoula, D. P., Papadimitriou, M., Saroglou, G.,
Legakis, N. J., Zerva, L. (2004). Ruling out Bacillus anthracis. Emerg
Infect Dis 10(4), 732-735. d0i:10.3201/eid1004.030544

Rey, M. W., Ramaiya, P., Nelson, B. A., Brody-Karpin, S. D,
Zaretsky, E. J., Tang, M., Lopez de Leon, A., Xiang, H., Gusti, V.,
Clausen, I1.G., Olsen, P.B., Rasmussen, M.D., Andersen, J.T.,
Jorgensen, P.L., Larsen, T.S., Sorokin, A., Bolotin, A., Lpidus, A.,
Galleron, N., Ehrlich, S.D., Berka, R. M. (2004). Complete genome
sequence of the industrial bacterium Bacillus licheniformis and
comparisons with closely related Bacillus species. Genome Biol 5(10),
R77. https://doi.org/10.1186/gb-2004-5-10-177

Salkinoja-Salonen, M. S., Vuorio, R., Andersson, M. A., Kampfer, P.,
Andersson, M. C., Honkanen-Buzalski, T., Scoging, A. C. (1999).
Toxigenic strains of Bacillus licheniformis related to food poisoning.
Appl Environ Microbiol 65(10), 4637-4645.



A New Bacillus Species 113

Stackebrandt, E, & Goebel, B.M. (1994). Taxonomic note: a place for
DNA-DNA reassociation and 16S rDNA sequence analysis in the
present species definition in bacteriology. Int J Syst Bacteriol 44, 846—
849.

Takami, H., Nakasone, K., Takaki, Y., Maeno, G., Sasaki, R., Masui,
N., Fuji, F., Hirama, C., Nakamura, Y., Ogasawara, N., Kuhara, S.,
Horikoshi, K. (2000). Complete genome sequence of the alkaliphilic
bacterium Bacillus halodurans and genomic sequence comparison with
Bacillus subtilis. Nucleic Acids Res 28(21), 4317—4331.

Turnbull, P. C. (1996). Medical microbiology (4th ed.) (S. Baron, Ed.).
Galveston, TX: University of Texas Medical Branch at Galveston.






A Restriction Site (in silico)
Reevaluation of a Chloroplast Gene
Phylogeny for a Common Fern
Group: Comparisons with
Nucleotide Data and Ordination
Analyses

William D. Speer
Salt Lake Community College

Abstract

Previous studies have evaluated phylogenetic relationships within the
genus Pteridium (bracken fern) using the rps4 gene and the rps4-trnS
spacer sequences, either alone or in conjunction with other gene
sequences. This study compares sequence data previously submitted to
GenBank with restriction site data generated in silico for rps4 and the
rpsd4-trnS  spacer. The restriction site data joined the African P.
aquilinum subspecies capense and centrali-africanum with the North
American and Hawaiian bracken, but not with the European subsp.
aquilinum. Because this finding differs from previous phylogenetic
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analyses, it was carefully evaluated. Indels were found in the rps4-trnS
spacer of the outgroup Paesia scaberula, some of which corresponded
to those previously reported for P. esculentum, while another clearly
distinguished Paesia from all Pteridium faxa. Ordination analyses of
restriction site data generated for Paesia and Pteridium specimens
were performed using principal components analysis (PCA) and
nonmetric multidimensional scaling (NMDS). Three distinct Pteridium
groupings were obtained in both ordination analyses: 1) P. esculentum;
2) P. aquilinum subsp. aquilinum,; and 3) all other P. aquilinum
subspecies. Additionally, subsp. pinetorum formed a distinct subgroup
using PCA. To this extent, ordination results were mostly consistent
with the phylogenetic results.

Introduction

Pteridium Gled. ex Scopoli, or bracken fern, is a cosmopolitan
genus in the Dennstaedtiaceae that is currently recognized as having
two diploid (2n=104) species: P. aquilinum (L.) Kuhn and P. esculen-
tum (G. Forst.) Cockayne (Marrs and Watt, 2006). In addition, the mo-
lecular work of Thomson and Alonso-Amelot (2002) has identified two
allotetraploid (4n=208) taxa, P. caudatum (L.) Maxon and P. semihas-
tatum (N. Wallich ex J. G. Agardh) S. B. Andrews. For almost two
decades, infrageneric relationships within the genus have been phy-
logenetically evaluated using the chloroplast rps4 gene and the rps4-
trnS intergenic spacer, either alone or in combination with other gene
sequence data. Most of these studies have been limited to evaluating
only specific taxa or bracken within certain geographical regions (e.g.,
Speer, 2000; Thomson et al., 2005; Thomson et al, 2008; Speer, 2008;
Zhou et al., 2014; Wolf et al., 2015). On the other hand, Der et al.
(2009) produced a global bracken phylogeny, using specimens from
around the world (except for P. aquilinum subsp. feei).

Expanding on the previous work of Speer et al. (2001), which had
identified indels in the rps4-trnS spacer that placed bracken taxa into
three groups consisting of 1) P. aquilinum subspecies decompositum,
latiusculum, pinetorum (formerly treated as Eurasian latiusculum),
pseudocaudatum, pubescens, and wightianum (=P. revolutum (Blume)
Nakai); 2) P. aquilinum subsp. aquilinum; and 3) P. esculentum, Thom-
son et al. (2005)" designated these groups as indel haplotypes A, B, and
C, respectively, and added P. esculentum subsp. arachnoideum (=P.
arachnoideum) to haplotype C and subspecies capense and centrali-

' Thomson et al. (2005) cites Speer et al. (2001) as “Speer, Sheffield & Wolf, 2002.”
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africanum to haplotype B. The subsequent work of Thomson et al.
(2008) identified the Mexican subspecies feei as having a haplotype A
indel pattern.

Although molecular and morphological studies have clarified
many aspects of bracken systematics, particularly at the species level,
other issues, mostly infraspecific, remain problematic. Although most
recent assessments recognize 11 subspecies in P. aquilinum and 2 sub-
species in P. esculentum (Marrs and Watt, 2006; Thomson, 2012),
many of these infraspecific taxa cannot be reliably separated using mo-
lecular approaches. For instance, although the eastern North American
subspecies latiusculum and pseudocaudatum are morphologically dis-
tinct (Speer and Hilu, 1998), they cannot be distinguished using rps4
with rps4-trnS spacer sequences (Speer, 2008). In other cases, conflict-
ing results have occasionally been obtained. For example, the chloro-
plast rps4 study of Speer (2000) indicated that subsp. pinetorum
(=Eurasian var. latiusculum sensu Tryon (1941)) was distinguishable
from, but closely related to, the North American subsp. latiusculum. On
the other hand, arbitrarily primed PCR (AP-PCR) and inter-simple se-
quence repeat (ISSR) fingerprinting (nuclear genome) implied that
subsp. pinetorum’s affinities may be closer with subsp. aquilinum, a
predominantly European taxon (Thomson et al., 2005), than to the
North American subsp. latiusculum. Although many modern evalua-
tions treat Tryon’s (1941) Eurasian var. latiusculum as two taxa, subsp.
pinetorum and subsp. japonicum (e.g., Thomson, 2004), the precise
relationship between them is unclear. In the previously cited Thomson
et al. (2005) study using AP-PCR and ISSR fingerprinting, the affini-
ties of subsp. japonicum were clearly with North American bracken,
but distinct from subsp. pineforum. On the other hand, Der et al.
(2009), using both rps4 and rpll6 intron sequence data, found that
these two were united in a clade together, although neither formed a
monophyletic group by itself. These are just a few of the many possible
examples clearly indicating that many aspects of the phylogenetic rela-
tionships within this genus remain to be clarified.

This study re-evaluates aspects of rps4 plus the rps4-trnS spacer
nucleotide-based phylogenies of Pteridium using in silico restriction
site analyses. Nucleotide and restriction site phylogenies are compared,
with similarities and differences being closely scrutinized.

In silico restriction site analyses have been used previously, either
alone or in conjunction with other molecular approaches (including
actual, or in vitro, restriction fragment length polymorphism (RFLP)
analysis) for taxon identification and/or as part of phylogenetic analy-
sis. For example, this methodology has been used to evaluate genetic
diversity among phytoplasmas that infect Opuntia species (Cai et al.,
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2008), identification and infraspecific phylogenetic analysis of isolates
of the pathogenic fungus Colletotrichum gloeosporioides (Ramdeen
and Rampersad, 2013), identification of cryptic species in the genus
Mecinus, or stem mining weevils (Tosevski et al., 2013), and the identi-
fication and phylogenetic analysis of bovid taxa (Singh et al., 2014).

Materials and Methods

Taxon selection

There were 61 sequences covering the chloroplast rps4 gene and
rps4-trnS intergenic spacer in Pteridium Sequences were selected to
represent the taxonomic and geographic diversity of the two diploid
bracken species, P. aquilinum and P. esculentum. None of the known
tetraploid taxa were included. It should be noted that all specimens
sometimes treated as subsp. japonicum were included with subsp. pine-
torum in this study. In addition to the bracken fern sequences, a se-
quence was included also for Paesia scaberula (A.Rich.) Kuhn, another
fern species in the Dennstaedtiaceae, which was used as the outgroup
taxon. All sequences used in this study were downloaded from Gen-
Bank (https://www.ncbi.nlm.nih.gov/genbank/). None of the sequences
used here were generated specifically for this study. The sequences
represent a combination of sequences previously deposited by both the
author and those deposited by other researchers. Table 1 lists sequences
by taxon and GenBank accession number.

Sequence alignment

Sequences were easily aligned manually. In many cases, the ends
of sequences were trimmed to remove ambiguous or missing nucleotide
positions and to ensure a more uniform alignment. The length of the
alignment, including gaps, was 968 nucleotide positions and covered
most of the rps4 plus rps4-trnS spacer region.

In silico restriction site analysis

In silico restriction site analyses were performed on trimmed se-
quences with gaps removed. These evaluations were performed at the
EcMLST website (Qi et al., 2004), operated by the Michigan State
University Microbial Evolution Laboratory, using the online tool /n
Silico RFLP (http://www.shigatox.net/ecmlst/cgi-bin/insilicorflp). After
screening, 12 restriction enzymes were found to be useful: Acil, Alul,
Apol, Bfal, Bsll, Hael, Haelll, Hinfl, HpyCH4III, Rsal, Taql, and Tfil.
For each enzyme, cut sites in each sequence were identified using the
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Table 1. Specimens (gene sequences) for each taxon listed by
GenBank accession number

Taxon

P. aquilinum:

GenBank accession numbers

subsp. aquilinum

AF197096, AF197098, AF197099,
DQ426653, DQ426656, DQ486980,
DQ486981, DQ486982, FI177159,
FI177163, FI177165, FI177166,
FI177167, FI177169, FI177170,
FJ177173, FI177174, F1177207

subsp. capense

AY626800, FJ177175, FI177176,
FI177177, FI177179, FJ177181,
FJ177182

subsp. centrali-africanum

AY626802, FJ177183, FJ177184,
FJ177185

subsp. decompositum

AF197100, DQ426650, DQ426658

subsp. feei

KT345845

subsp. latiusculum

AF236065, DQ426651, DQ486979

subsp. pinetorum

AF197097, AF197103, AF197104,
DQ416775, DQ426654, DQ426659,
FI177154, FJ177155, FJ177156,
FI177157, FJ177188, FI177195,
KC737150,KC737161, KC737163,
KC737164

subsp. pseudocaudatum

DQ416774

subsp. pubescens

AF197095, DQ416771

subsp. wightianum

DQ416773, FJ177215

P. esculentum

subsp. arachnoideum
subsp. esculentum

Paesia scaberula (outgroup)

FJ177138, FJ177140
AF197102, DQ426655
KC813147

In Silico RFLP tool’s output and scored as absence/presence data (0/1).
The resulting restriction site data matrix had 51 characters.

Phylogenetic analyses

Both nucleotide sequences and restriction site data were evaluated
using parsimony with bootstrapping in PAUP* ver. 4.0b10 (Swofford,
1999). For both data sets, the following statistics were obtained for tree
analysis: consistency index (CI), the retention index (RI), the rescaled
consistency index (RC), the number of equally parsimonious trees, tree
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length, and the number of parsimony informative characters. All char-
acters were unordered and of equal weight. For nucleotide sequences,
indels in the rps4-trnS spacer were coded following Simmons and
Ochoterena (2000). Otherwise, gaps were treated as missing data. In the
end, there were 971 characters (968 from the initial alignment plus 3
coded indel regions) in the nucleotide analysis.

Pairwise distance matrices were obtained for each data set as fol-
lows. All taxa were placed in one of 10 groups according to taxon or
geographical region: 1) OG (the outgroup Paesia scaberula); 2) Pinet
(subsp. pinetorum); 3) ENA (Eastern North America (subspecies lati-
usculum & pseudocaudatum); 4) Aquil (subsp. aquilinum); 5) Capen
(subsp. capense); 6) CA (subsp. capense); 7) Escul (P. esculentum); 8)
WNH (Western North American & Hawaii (subspecies pubescens &
decompositum); 9) Wight (subsp. wightianum); 10) Feei (subsp. feei).
For the restriction site data, pairwise distances (mean character differ-
ences) were initially obtained in PAUP* for individual sequences. Av-
erage group pairwise distances were then subsequently manually
calculated. On the other hand, group pairwise distances were directly
obtained for the nucleotide sequences using MEGA 7.0.14 (Kumar et
al., 2016). As the purpose of MEGA is to analyze molecular data,
coded indel characters could not be included in this analysis. MEGA
allows the user to define taxon groups prior to analysis. Tamura 3-
parameter (Tamura, 1992) pairwise distances were determined to be the
most appropriate using “Find Best DNA/Protein Model” option (under
the “Model” tab) with “Gaps/Missing Data Treatment” set to complete
deletion. Reported in this study are the net average group pairwise val-
ues obtained for the nucleotide data.

Comparison of the resulting cladogram for the nucleotide with in-
dels coded sequences with that obtained for the restriction site data
revealed several significant differences, while both pairwise distance
matrices indicated several similarities (see Results). To determine
whether the difference between the two phylogenies is simply due to a
lower number of informative sites in the restriction site data set, as well
to further evaluate phylogenetic relationships, a second phylogenetic
analysis on the nucleotide sequences was carried out, but this time with
indels treated as missing data and not coded.

Ordination analyses

To further evaluate the restriction site profiles obtained in silico,
the program PAST 3.10 (Hammer et al., 2001) was used to perform
ordination analyses. Because of the generally low level of cut site
variation for the taxa include here (see Results), ordinations were per-
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formed on the combined data set and not for the individual enzyme
results. Principal components analysis (PCA) and nonmetric multidi-
mensional scaling (NMDS) were both performed on the restriction site
data set. For the PCA, a variance—covariance matrix was calculated and
the percent of variance accounted for by each PCA axis was recorded.
A Jaccard similarity index was used for NMDS. Data points were plot-
ted in a three-dimensional coordinate system. For evaluation of the
resulting NMDS plot, the stress value (a measure of the fit between
ordination and data point distances) and was obtained and recorded.

Results

Alignment of indel regions for outgroup and ingroup taxa

For the previously mentioned rps4-trnS spacer indels, the out-
group taxon Paesia scaberula exhibited a pattern basically identical to
that for P. esculentum, which was very different from either pattern
observed for the P. aquilinum sequences (Figure 1). Additionally, an-
other indel region was observed in the alignment that distinguished
Paesia from all Pteridium specimens (Figure 2).

Paesia soabernla CTTC-==-=AGT TCGGACGECTTCATTCAAARATCATGTCTAGTC
Pteridimm escmlentum: Haplotype C
subsp. esculentmm TTIT----—GETTTGGACEECTTTATTTGRARCCCARGTCTAGTC

subsp. arachnoideum TTTT-----GGI TTGRACEECTTTATTTEAARCCCARGTCTAGTC

Pteridimm agnilimm: Raplotype A
subsp. decoapositm TP ----GETPTGGACGECT TTATTT CAARC A ----AGTC
subsp. Jatinscnlm TPPY-----GETPTGGACGSCT TTATTTCAARCCCA-----AGTC
subsp. pizetorma TP~ -GG PTGGHCEECTITATTTGAARCCCA-----AGTC
subsp. prendocandatum  TTTT-———GETTTGGACCCCTITATTTCAARCCCA---—-ACTC
subsp. pubescens Y- ---~GGTPGGACRGCT TTATTTGAAACCCA-----AGTC
subsp. wightianm TIPT-----GETTTGGACGSCT TTATTTCAARC A ----AGTC
subsp. feei T~ ----GoTTTGGACGSCT TTATTTCAAMCTCA-----AGTC
Baplotype B
subsp. aquilinm TTTTCTTTTEETTTGGACGECT TTATTTGAARCCCA-----AGTC
subsp. capense TETTGTTTTGoT T GGACGSCT TTATTTCAAMCTCA-----AGTC

subsp. centrali-africanmn TTITGTTTTGGITTGGACGCCTTTATTICAARCTCA-----AGTC

Figure 1. Alignment of taxa with respect to a previously identified indels in the
chloroplast rps4-trnS spacer of Pteridium. Shown nucleotide alignment corre-
sponds (complementarily) with positions 43707-43746 of the P. aquilinum
complete chloroplast genome (GenBank HM535629).
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Passia scaberula en————— -CITTCECTCTICTICTIC——2CTT
Praridims ascslantes: Tapletyps C
suhop. covalemtzm T T TTASTAAAMGAALCCITTCECTCTICTO  TTT ——GET
subap. arsalmsidems T TR AR AT Y TTCEC IO IO T T —— — G T
Praridiems aquiTiom: Raplotyps &
subep. deccmposdim T T ARG AT CITTCECTCT ICTO T — — 60T

suhop. Latimmoula TG T ITACTAARRRGACCCTTTCECTCT ICTRY T ——G6TT

subep. poendcorndaizn TCTCT TIRGTARAMGACCCTTTOSCTCT TCTRT TTT-——86TT

subep. eightizmes IO TITACTARAMGALCCY TTCOCTCT ICTRr TIT——69TT

suhop. feed TG T ITACTAARRRGACCCTTTCECTCT ICTRY T ——G6TT
Hapletype A

subep. agullises TCTCTITACTARARCAALTT TTTCECTCT ICTET TTTCT ITTRTT

SUER. CEpEESE T TIANTARARGALCCTT ICRCTCT ICTON TITaT ITTRNTT

Figure 2. Alignment of taxa with respect to a previously unidentified indel in
the chloroplast rps4-trnS spacer that distinguishes Paesia from Pteridium. This
alignment partially overlaps with the alignment shown in Figure 1. This align-
ment corresponds (complementarily) with positions 43734-43779 of the P.
aquilinum complete chloroplast genome (GenBank HM535629).

In silico restriction site analysis

For the 12 enzymes used in this study, a total of 51 cut sites were
scored (Table 2). Of these, 36 (70.6%) were in the rps4 gene itself and

Table 2. Number of scored cut sites obtained in silico by
restriction enzyme

Enzyme No. of cut sites scored

Acil

Alul

Apol

Bfal

Bsll

Hael
Haelll
Hinfl
HpyCH4III
Rsal

Taql

THil

Total

NN W[R[O|W[INN|QA[ W~




Restriction Site Phylogeny for Bracken Ferns 123

15 (29.4%) were in the rps4-trnS spacer. Several enzymes produced
profiles that distinguished Paesia from all Pteridium specimens. In
some of these cases, P. aquilinum and P. esculentum were also distin-
guished from each other. Additionally, distinct restriction site profiles
were obtained for some of the P. aquilinum subspecies: subsp.
aquilinum (Haelll and Taql), subsp. centrali-africanum (Apol), subsp.
pinetorum (Alul), and subsp. wightianum (Rsal). Table 3 provides
more complete information as to which taxa were distinguished by the
12 restriction enzymes used in this study.

Table 3. Taxa distinguished by the 12 restriction enzymes

Enzyme Taxa distinguished

Acil Paesia, P. aquilinum, P. esculentum

Alul Paesia, *subsp. pinetorum, all other taxa

Apol Paesia, *subsp. centrali-africanum, P. esculentum
(except Brazil), all other taxa

Bfal Paesia, P. aquilinum, P. esculentum

Bsll Paesia (no cut sites), all Pteridium

Hael Paesia, all Pteridium

Haelll *subsp. aquilinum & P. esculentum, all other taxa

Hinfl Paesia, P. aquilinum, P. esculentum

HpyCHA4III Paesia, all Pteridium

Rsal Paesia, *subsp. wightianum (& 1 *subsp.
pinetorum), all other taxa

Taql *subsp. aquilinum, all other taxa

TAil Paesia, P. aquilinum, P. esculentum

Phylogenetic analysis-nucleotide sequences with indels
coded

The results of the nucleotide with indels coded parsimony analysis
were congruous with previous phylogenetic analyses (see Introduction)
and distinguished bracken taxa basically along the lines of indel haplo-
type (Figure 3). The parsimony analysis generated six equally parsimo-
nious trees of length 119. Tree support values were CI=0.983,
RI=0.987, and RC=0.970; indicating that the resulting trees are all well
supported by the data. Finally, there were 23 parsimony informative
characters. Bootstrap support was very robust for both P. aquilinum
(98%) and P. esculentum (100%). Within P. aquilinum, several smaller
subclades appeared. The most noticeable of these corresponded to indel
haplotype B (subspecies aquilinum, capense, and centrali-africanum).
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98

! Ptaq aquilinum (18)

)

Ptaq centrali-africanum (4)

Ptaq capense (Sauth Africat)
Ptaq capense (Zambia)

o4 Ptag capsnse (South Africad)

Ptaq capense (Cameroan)
Ptaq capense (Nigeria)

Ptaq capense (South Africa2)
Ptag capsnse (Malawi)

Ptag pseudocaudatum (Florida)
Ptaq fatiuscuium (New Hampshire)
Ptaq fatiusculm (New York)

Ptag lafiuscuum (New Jersey)

Ptaq fesi (Mexico)

&Q Ptaq pubescens & decompositum (5)

— Ptaq japonicum (China)
Ptaq wightianurm {Sri Lanka1)
— Ptaq wightianum (Sri Lanka2)

62
—< Ptaq pinetorumijaponicum (15)

e P arachnoidleum (Brazil)
100 e Pes arachnoideum (Mexico)

88

e Ples esculenfum (Australia)
— Ptes esculentum (Tasmania)

Paesia scaberule (outgroup)

Haplotype B

Haplotype A

Haplotype CI-‘-

Figure 3. Phylogenetic tree for chloroplast 7ps4 and rps4-trnS spacer nucleotide
sequence data. Indels in the rps4-trnS spacer were coded. Correspondence of
taxa with previously identified indel haplotypes (see Introduction) is indicated.
Numbers above lines are bootstrap support values. Ptag=subspecies of P.
aquilinum; Ptes=subspecies of P. esculentum.
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Within this, subsp. aquilinum had a strong bootstrap support of 91%,
whereas subsp. centrali-africanum was weakly supported at 66%. Also
within P. aquilinum, all specimens of subsp. pinetorum (includes most
Jjaponicum specimens) formed a distinct subclade (62%), as did the
Western North American subsp. pubescens and the Hawaiian subsp.
decompositum (60%). The East Asian subsp. wightianum and one
rogue japonicum specimen formed a moderately well supported sub-
clade (88%).

Phylogenetic analysis-restriction sites

Phylogenetic analysis of the restriction site data resulted in a sin-
gle tree of length 34. This tree was moderately to well supported by the
data with CI=0.882, RI1=0.952, and RC=0.840. There were 13 parsi-
mony informative characters. The resulting phylogenetic tree for the
restriction site data (Figure 4) differed on several points from that gen-
erated for the nucleotide sequences. The most obvious difference was
that, whereas indel haplotype B (subspecies aquilinum, capense, and
centrali-africanum) formed a distinct subclade for the nucleotide with
indels coded, this did not occur for the restriction site data. Also, the
pubescens/decompositum subclade of the previous phylogeny was ab-
sent in this analysis. Finally, P. esculentum was not as well resolved. In
part, this was because the Brazilian subsp. arachnoideum specimen had
a restriction site profile that differed slightly from the other members of
this species for Apol and Taql. On the other hand, P. aquilinum was
well supported with a 92% bootstrap value. As with the nucleotide
analysis, subclades were formed, respectively, for subspecies
aquilinum, centrali-africanum, pinetorum, and wightianum, although
these were weakly supported.

Phylogenetic analysis-nucleotide sequences without indels
coded

The second nucleotide analysis (without indels coded) produced a
bootstrap consensus tree whose topology was noticeably different from
the first (with indels coded), and that resembled, in many respects, the
cladogram obtained for the restriction site phylogeny. This is shown in
Figure 5. The most conspicuous similarity was that it also did not group
the haplotype B taxa into a single clade. In contrast to the restriction
site results, however, P. esculentum was better resolved and subspecies
pubescens and decompositum formed a subclade. This analysis resulted
in 24 equally parsimonious trees of length 116. Tree support values
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66
_< Ptaq aquifinum n=18 (Europe)
—L< Ptaq centrali-africanum n=4 (Africa)

Ptaq capense (South Africa)
Ptaq capense (Zambia)
Ptaq capense (South Africa3)

Haplotype B

Ptaq capense (Cameroon)
Ptaq capense (Nigeria)

Ptaq capense (South Africa2)
Ptaq capense (Malawi)

Ptag pseudocaudatum {Florica)
Ptaq latiuscufum (New Hampshire)
Ptaq lafiuscuum (New York)
Ptaq /ativsculum (New Jersey)
57 Ptag feei (Mexico)

— Ptag pubescens (California)
Ptaq pubescens (Utah)

Plaq decompositum {Hawaii1)
Ptaq decompositum (Hawaii2)

Ptaq decompositum (Hawaiid)

52 [ Ptag japonicum (China)

Ptag wightianum {Sni Lankaf)

— Ptaq wightianum {Sri Lanka2)

i<| Ptaq pinetorumijaponicum n=15 (Eurasia)

Ptes arachnoideum {Brazil)

-

Haplotype A

Ples arachnoideum {Mexico)
Ples esculentum (Australia)

Ptes esculentum (Tasmania)
Paesia scaberula (oulgroup)

Haplotype C !

Figure 4. Phylogenetic tree for chloroplast 7ps4 and rps4-trnS spacer using in
silico generated restriction site data. Although coded indels were not included
in this analysis, correspondence of taxa with previously identified indel haplo-
types is indicated. Numbers above lines are bootstrap support values.
Ptag=subspecies of P. aquilinum; Ptes=subspecies of P. esculentum.
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L< Ptaq aquilinum n=18 (Europe)

Ptaq centrali-africanum (Zambia3}
Ptag centrali-africanurn (Zambia1)
Ptaq cenirali-africanum (Zambia2)
Ptaq centrali-africanum (Malawi)
Plaq capense {South Africat)
Ptag capense {Zambia)

Ptaq capense (South Africa3)
Ptag capense {Cameroon)

Plaq capense (Nigeria)

Ptag capense {South Africa2)
Ptaq capense {(Malawi) —
Ptaq pseudecaudatum (Florida)

Ptag lativsculum (New Hampshire)
Ptaq fativscuium (New York)

Ptaq Jatiusculum (New Jersey)
Plaqg fesi (Mexico)

o4 Ptaq pubescens & decompositum n=5
(Westem North America & Hawaii)

88 = Ptaq japonicum {China)
Ptaq wightianum (Sri Lankat)
—  Ptaq wightianum (Sri Lanka2)

'61< Ptaq pinslorumijaponicum n=15 {Eurasia)

— Ptes arachnoideum (Brazil)
100 —— Ptes arachnoideum (Mexico)
— Pies esculentum (Australia)
—— Ptes esculentum (Tasmania)

Haplotype B

81

Haplotype A

Haplotype C r

Paesia scaberufa (cutgroup)

Figure 5. Phylogenetic tree for chloroplast rps4 and rps4-trnS spacer nucleotide
sequence data. Indels in the rps4-trnS spacer were not coded. Though coded
indels were not included in this analysis, correspondence of taxa with previ-
ously identified indel haplotypes is indicated. Numbers above lines are boot-

strap support values. Ptag=subspecies of P. aquilinum; Ptes=subspecies of P.
esculentum.
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were CI=0.983, RI=0.984, and RC=0.967; again indicating that the
resulting trees are all well supported by the data. There were 21 parsi-
mony informative characters.

Pairwise distances

Both sets of pairwise distance indicated low levels of divergence
among bracken taxa. This was particularly the case for the nucleotide
data set, where the pairwise Tamura 3-parameter distances were consis-
tently <0.02, even between the two Pferidium species. In both distance
matrices, the greatest values obtained were between the two genera.
The Mexican subsp. feei was indistinguishable from the Eastern North
American subspecies in both distance matrices, although it should be
recalled that only a single feei sequence was downloaded for this study.
Within P. aquilinum, subsp. aquilinum appeared to be the most consis-
tently divergent taxon using either distance measure. Pairwise distances
(mean character differences) for the restriction site data (Table 4) indi-
cated that the African subsp. capense could not be distinguished from
any of the subspecies found in North America (subspecies latiusculum,
pseudocaudatum, pubescens, and feei) and Hawaii (subsp. decomposi-
tum), despite having a different indel haplotype. Along with subsp.
centrali-africanum, the restriction site data suggested that the affinities
of the African taxa may be more with the taxa in North America and
Hawaii and less with the mostly European subsp. aquilinum. A similar
trend was also observed for the pairwise distances for the nucleotide
data (Table 5).

Ordination analyses

The PCA and NMDS analyses of the generated combined restric-
tion site profiles were in general agreement. P. esculentum and P.
aquilinum were strongly separated and clearly distinguishable. In both
ordinations, and consistent with the phylogenetic analyses, subsp.
aquilinum formed a distinct grouping within P. aquilinum. Addition-
ally, the African subspecies capense and centrali-africanum, as well as
the East Asia subsp. wightianum, are unequivocally associated with the
North American (subspecies feei, latiusculum, pseudocaudatum, and
pubescens) and Hawaiian (subsp. decompositum) taxa and not with the
predominantly European subsp. aquilinum. This is not consistent with
the indels coded phylogenetic analysis but is otherwise consistent with
the other two generated phylogenies. In the PCA plot, the remaining
subspecies of P. aquilinum were further segregated into two groups
consisting of 1) subspecies pinetorum and 2) the other remaining sub-
species (Figure 6). Again, the appearance of a distinct pinetorum
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Table 4. Pairwise distances (mean character differences) for the
restriction sites data

[1 2 3 4 5 6 7 8 |9 10
0G [0.000
Pinet |0.487|0.000
ENA (0.471/0.023 [0.000
Aquil 0.507(0.062 |0.039 0.000
Capen|0.4710.023 [0.000 0.040 |0.000
CA  10.490(0.043(0.020 0.059 (0.020 |0.000
Escul [0.3820.161(0.137 0.137 (0.137 |0.157 |0.000
WNH 0.471 {0.023 [0.000 0.039 (0.000 [0.020(0.1370.000
Wight|0.451 |0.040 |0.020 0.059 (0.0200.039|0.157 |0.0200.000
Feei |0.471(0.023(0.000 0.039 (0.0000.0200.137]0.000(0.020]0.000
OG=outgroup, Pinet=subsp. pinetorum, ENA=Eastern North America
(subspecies latiusculum & pseudocaudatum), Aquil=subsp. aquilinum,
Capen=subsp. capense, CA=subsp. capense, Escul=P. esculentum,
WNH=Western North American & Hawaii (subspecies pubescens &
decompositum), Wight=subsp. wightianum, Feei=subsp. feei.

Table 5. Pairwise Tamura 3-parameter (net average) distances for
nucleotide data

[1 2 3 4 5 |6 |7 [8 |9 10
O0G  0.000
Pinet |0.095 |0.000
ENA |0.093 |0.001 |0.000 |
Aquil | 0.097 10.004 [0.003 10.000
Capen | 0.093 |0.001 (0.000 |0.003 | 0.000
CA  0.092 [0.002 |0.001 |0.004 | 0.001|0.000
Escul | 0.091 0.014 (0.013 |0.014 | 0.013]0.014|0.000
WNH | 0.095 |0.002 [0.001 |0.004 | 0.001]0.002|0.014|0.000
Wight | 0.096 |0.003 |0.002 |0.005 |0.002|0.003| 0.015|0.003| 0.000
Feei [0.093 [0.001 {0.000 |0.003 |0.000]0.001{0.013]0.001|0.002|0.000
OG=outgroup, Pinet=subsp. pinetorum, ENA=Eastern North America
(subspecies latiusculum & pseudocaudatum), Aquil=subsp. aquilinum,
Capen=subsp. capense, CA=subsp. capense, Escul=P. esculentum,
WNH=Western North American & Hawaii (subspecies pubescens &
decompositum), Wight=subsp. wightianum, Feei=subsp. feei.

group is congruent with all phylogenetic analyses presented here. It
should be noted, however, that this was not observed in the NMDS plot
(Figure 7). PCA axes 1 and 2 accounted for 35.72% and 30.16%, re-
spectively, of the observed variance, for a combined total of 65.88%.
The NMDS plot had a stress value of 0.1341, or 13.41%, which, al-
though not stellar, indicates that the ordination is acceptably representa-
tive of the values in the distance matrix.
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Figure 6. Principal components analysis (PCA) of in silico generated restriction
site data for 62 specimens. In many cases, specimens shared the same com-
bined restriction site profile and occupy the same position in the ordination
scatterplot. I=Paesia scaberula; 1= Pteridium esculentum; III=P. aquilinum
subsp. aquilinum; IVa=P. aquilinum subsp. pinetorum; IVb=P. aquilinum
subspecies capense, centrali-africanum, decompositum, feei, latiusculum,
pseudocaudatum, pubescens, and wightianum.
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Figure 7. Non-metric multidimensional scaling (NMDS) plot for in silico gen-
erated restriction site data for 62 specimens. In many cases, specimens shared
the same combined restriction site profile and occupy the same position in the
ordination scatterplot. I=Paesia scaberula; 1= Pteridium esculentum; III=P.
aquilinum subsp. aquilinum; IV=all other P. aquilinum subspecies (capense,
centrali-africanum, decompositum, feei, latiusculum, pinetorum, pseudocauda-
tum, pubescens, and wightianum).
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Discussion

Although not identical, the restriction site and the nucleotide
without indels coded phylogenies are construed here as being in broad
general agreement with each other in terms of their respective phyloge-
netic results for P. aquilinum. Both approaches shared phylogenetic
similarities that clearly distinguish them from the nucleotide with indels
coded phylogeny. Thomson et al. (2005) discovered that the African
subspecies capense and centrali-africanum had an indel pattern identi-
cal to that of the basically European subsp. aquilinum (indel haplotype
B) in the rps4-trnS spacer. However, the restriction site and the nucleo-
tide without indels coded results presented here suggest that, indel hap-
lotypes aside, the evolutionary affinities of these African brackens are
closer to the North American and Hawaiian taxa and less so with the
European plants than previously understood. This point is important as
inclusion of the coded indels, although also a relevant consideration,
did tend to mask the close chloroplast nucleotide similarities of the
African group with North American and Hawaiian Pteridium.

One of the long-standing problems in Pteridium systematics is the
high degree of genetic similarity among morphologically distinct
bracken taxa, making it frequently difficult to consistently distinguish
between these taxa on a molecular basis. Even between the bracken
species P. esculentum and P. aquilinum, the amount of nucleotide di-
vergence tends to be low, as is indicated in this study for rps4 plus
rps4-trnS spacer sequences. This has been observed for other types of
nucleotide data as well. For example, the chloroplast apB study of
Wolf (1997) distinguished between P. aquilinum and P. esculentum.
However, Speer (2000) found that atpB sequences appeared to be of
little value in elucidating infraspecific relationships within P.
aquilinum. Even in the global bracken fern study of Der et al. (2009),
which used rpll6 intron sequences in combination with rps4 plus rps4-
trnS spacer data, relationships between many infraspecific appeared to
be resolved, while others were not.

With the exception of subspecies capense and centrali-africanum,
both PCA and NMDS tended to group the bracken taxa in a fashion that
roughly corresponded to indel haplotypes A, B, and C. In this study,
both ordination analyses of the combined restriction site data consis-
tently distinguished P. esculentum from P. aquilinum as a whole, as
well as reliably distinguishing subsp. aquilinum. Among other things,
this indicates the distinctiveness of this particular subspecies within P.
aquilinum. Additionally, PCA separated out subsp. pinetorum, which
here includes specimens sometimes treated as subsp. japonicum. The
only exception here with regard to subsp. pinetorum, was a single Chi-
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nese japonicum specimen that grouped with the wightianum material in
the ordination and phylogenetic analyses. As these two subspecies do
overlap in their distributions (Tryon, 1941), it is possible that this
specimen actually belongs to wightianum, but was misidentified as a
Jjaponicum (or pinetorum). Tryon (1941) discusses the difficulties of
morphological identification of infraspecific bracken taxa whose distri-
butions overlap. Alternatively, it is also possible that this specimen is
an infraspecific hybrid with a japonicum morphology and a wightianum
chloroplast genome.

Within P. aquilinum, indel haplotype A is most widespread and is
found in subspecies feei (Mexico), decompositum (Hawaii), latiusculum
(eastern North America), pinetorum (Eurasia), pseudocaudatum (east-
ern North America), pubescens (western North America), and
wightianum (predominately East Asia), whereas haplotype B is limited
to mainly Europe and Africa. Der et al. (2009) hypothesized that the
haplotype C of P. esculentum is the ancestral haplotype in the genus,
and was followed, in P. aquilinum, by haplotype A and, subsequently,
haplotype B. The alignment of Paesia scaberula with the Pteridium
specimens presented here (Figure 1) would be consistent with that con-
jecture, as the Paesia sequence had a basic haplotype C pattern at this
place in the rps4-trnS spacer. An additional indel region was observed
also that differentiated between Paesia and Pteridium. On the basis of
the rps4 plus rps4-trnS spacer sequences examined in this study, in-
cluding the restriction site data, subspecies capense and centrali-
africanum appear to be intermediate between subsp. aquilinum, on one
hand, and the rest of P. aquilinum, on the other. Although the African
taxa do have indel haplotype B, like subsp. aquilinum, they are other-
wise much more similar genetically to the specimens from North
America and Hawaii, as clearly indicated by both pairwise distance
matrices. In terms of the chloroplast genome of P. aquilinum, there is at
least one possible explanation for this, considering that indel haplotype
B most likely arose in this genus after the appearance of haplotype A
(Der et al., 2009) but that the chloroplast nucleotide evidence otherwise
indicates a strong systematic relationship between African and North
American brackens. If it is allowable to extend these observations to at
least the entire the rps4 plus rps4-trnS spacer sequence, and not just the
indels themselves, then it may be likely that the North America brack-
ens are representative of an earlier chloroplast genome from which the
one found in subsp. aquilinum arose later. Although Der et al. (2009)
did not expressly make this particular statement about the North
American bracken, they did nevertheless point out that subsp.
aquilinum formed a monophyletic group in their study that arose from a
“paraphyletic grade” of subsp. capense, as did also subsp. centrali-
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africanum, as haplotype B expanded from Africa into Europe. The Af-
rican brackens, based on this chloroplast DNA evidence, appear to oc-
cupy a phylogenetic position somewhat intermediate to the North
American brackens on one hand and the mainly European subsp,
aquilinum on the other. Considering the comparative nucleotide and
restriction site distinctiveness of subsp. aquilinum from other P.
aquilinum subspecies, and what has been observed with regard to
subsp. capense and subsp. centrali-africanum, this possibility cannot
yet be completely ruled out.

Although they have been used often together, there have not been
any studies comparing the respective phylogenetic contributions of the
rps4 gene sequences, on one hand, and the rps4-trnS spacer, on the
other, to the best of this author’s knowledge. Since these are actually
two distinct nucleotide regions (protein coding vs. noncoding), it is
entirely possible that they are evolving at different rates (as is widely
known for other such gene sequence comparisons) and may provide
different, although not necessarily inconsistent, phylogenetic contribu-
tions. It may be useful to analyze these two regions separately in future
studies.

An in silico approach was taken with respect to the restriction site
data, which did provide a context in which to evaluate previously ob-
tained nucleotide phylogenetic results. This ultimately permitted the
discovery of relationships between Pferidium taxa that were not previ-
ously observed.
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Abstract

We examine the Utah County housing market using a sample of over
70,000 single-family residential transactions from 2000 through 2016.
To measure the strength of the Utah County residential market, we
examine selling price, transaction volume, and number of days the
house is on the market. We compare housing prices using two models:
a naive model that calculates the average transaction price over a
period, and a hedonic pricing model that gives a detailed, holistic view
of how homes are priced. The latter incorporates characteristics of
homes not priced in the naive model. Characteristics include total
square feet above and below ground, age of house in years, garage
space, total lot area, and other priced factors. When using a hedonic
pricing model, we find evidence that home values have experienced a
2.5% annual appreciation from 2000 through 2016. Our study shows
that single-family dwellings have increased in line with historical rates
over our sample period and not at a real estate bubble pace.
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1. Introduction

Anecdotal evidence suggests that housing prices in Utah County
and nationwide are increasing. One Wall Street Journal author wrote
that “home prices are overheating” because of strong demand from
buyers and a “dearth of new construction” (Kusisto, Apr. 26, 2017). In
another article, Kusisto states, “home-price growth continued to accel-
erate...a sign that the market is still heating up five years after it hit
bottom” (Kusisto, Apr. 25, 2017) Are these statements accurate? This
research investigates this primary question. Specifically, the purpose of
our study is to empirically investigate recent trends in the Utah County
housing market by examining single-family transactions that occurred
between the years 2000 and 2016. First, we present naive measures of
the real estate market. Second, we construct a hedonic pricing model to
control for quality characteristics of homes (Gatzlaff and Ling, 1994).
Third, we compare the naive and hedonic measures and discuss their
disparities.

2. Data Description and Naive Measures of the Utah
County Housing Market

Data Description

The data for this study were obtained from the Wasatch Front Re-
gional Multiple Listing Service. We begin with all transactions during
the sample period (e.g., single-family residential, multifamily residen-
tial, and commercial properties) for Utah County. To construct a repre-
sentative, homogeneous sample of house price effects, we eliminate all
observations except for detached single-family dwellings. Next, we
eliminate extreme house prices (transaction prices below $80,000 and
above $550,000), following Brau and Slade (2001). The extreme ob-
servations have residuals that violate the classical regression assump-
tion of independent and identically distributed error terms. We also
eliminated transactions with apparent inaccuracies (e.g., homes report-
ing zero square feet). After our filters, the residual plot indicates adher-
ence to the underlying model assumptions.

Next, we eliminate observations that have a change between the
sales price and the listing price that is greater than three standard devia-
tions from the sales price. We do this because some data received from
the listing service contained observations that appeared to be in error.
For example, one property is reported to have sold at 10% of the listing
price, where as another is reported to have sold at over 300% of the
listing price. Such observations are suspect and probably result from
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input errors. After we impose our screening process, our sample size is
70,462 transactions from the years 2000 to 2016

We report the summary statistics of the sample in Table 1. An av-
erage home in our sample has 2,718 square feet (1,712 above ground
and 1,007 in the basement). The mean (median) house has 45% (30%)
of the basement finished, 4.0 (4.0) bedrooms, and 2.6 (3.0) bathrooms.
The mean (median) home was built in 1989 (1999) and is 20.0 (10.0)
years old at the time of the sale. Houses have a mean (median) ga-
rage/carport capacity of 1.8 (2.0). The mean (median) listing price is
$232,179 ($214,500) and the mean (median) transaction price is
$229,669 ($210,000). This results in an average price per total square
foot of $87.60.

Table l. Summary Statistics for 70,462 Utah County Housing
Transactions, 2000-2016

Variable Mean Median |St. Dev. |[Min. |Max.
Total sq. ft. 2,718 2,555 1,048 802 20,300
Sq. ft. above 1,712 1,586 634 801 18,500
ground

Sq. ft. 1,007 1,056 662 0 8,871
basement

% basement 45 30 46 0 100
finished

Total no. beds |4.0 4.0 1.1 1.0 15.0
Total no. baths |2.6 3.0 0.9 1.0 14.0
Year built 1989 1999 24.7 1860 |2016
Age of property|20.0 10.0 24.4 0.0 155.0
when sold (yrs)

Capacity of the |1.8 2.0 1.0 0.0 15.0
garage/carport

(# vehicles)

No. of acres 0.31 0.21 0.79 0.01 62.00
List price (§) [232,179 (214,500 92,927 |70,000 {649,000
Sales price ($) [229,669 (210,000 90,801 [80,101 |549,982
Price/sq. ft. ($) [87.6 84.8 24.0 10.0 545.0

Naive Measures at the City Level

Figure 1 lists 21 of the cities included in our study and charts
them by the average selling price per house for the years 2014-2016.
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The city of Highland ranks as the most expensive, with an average
transaction price of $403,918. Alpine ($390,071), Woodland Hills
(381,883), and Vineyard ($353,637) are the other cities with average
sales prices greater than $350,000. On the low end, Goshen has the
smallest average house price at $172,329. From the naive plotting of
average house prices, it appears from Figure 1 that 16 cities may sell at
a premium relative to Provo.
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Figure 1. Average selling price by city, 2014-2016

Other factors (other than price) may also indicate a real estate
market entering or currently experiencing a bubble. One such factor is
the time it takes to sell a house. During a hot market, when demand is
greater than supply, one expects houses to sell more quickly. The same
effect may occur based on specific supply and demand functions at the
city level. Figure 2 reports the median number of days a house has been
on the market for each of the previously listed cities. American Fork,
Provo, and Eagle Mountain have the shortest marketing periods (23, 23,
and 25 days, respectively); Mapleton, Woodland Hills, and Vineyard
have the longest marketing periods (60, 61, and 65 days, respectively)
when looking at data from 2014-2016.
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Figure 2. Median days on market, 2014-2016

A third factor that may indicate the strength of a housing market
is the number of houses sold. Figure 3 plots the average number of
transactions by city for the 2014-2016 period. Lehi, with 883 transac-
tions, comprises 13.5% of the market and ranks the highest. Eagle
Mountain ranks as the second most active market, with 665 transac-
tions. The volume of transactions and the number of homes in each city
are expected to be highly correlated. Although we do not control for the
number of houses in each city, comparing each city across time (as
reported in Table 2) will inherently control for variations in the number
of houses.
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Figure 3. Average number of home sales by city, 2014-2016
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Table 2 reports the three measures pictured in Figures 1-3 for the
years 2014-2016. If the housing market were entering a bubble, we
would expect either the number of transactions to increase, the mean
sale price to increase, the number of days on the market to decrease, or
a combination of the above when analyzing naive measures of the real
estate market. Casual observation of Table 2 does not suggest a striking
pattern in any of these variables. We will leave in-depth analysis of the
city-level data to the reader. In the next section, we examine the three
factors (i.e., price, days on market, and number of houses sold) in the
aggregate over time.

Table 2. Measures of market strength by city, 2014-2016

2014 2015 2016
Number Average Dayson | Number Average Dayson | Number Average Dayson
City Name Sold  Sale Price Market Sold  Sale Price Market Sold  Sale Price Market
Alpine 58 390,221 48 42 383,588 46 51 396,406 24
American Fork 265 247201 32 267 268,393 22 277 289,278 15
Cedar Hills 92 307,539 35 90 319,896 34 104 347,383 20
Eagle Mountain 592 231,741 35 681 250,599 25 720 272,804 15
Elk Ridge 38 284,748 54 61 330,956 70 58 346,812 54
Goshen 15 171,890 113 6 154,667 30 10 190430 12
Highland 98 403918 51 107 414,441 38 111 409,176 44
Lehi 816 290,926 48 906 310,338 27 927 327,091 19
Lindon 58 303,921 46 49 333,991 42 64 351,819 19
Mapleton 85 330,670 89 72 349451 41 72 358,747 51
Orem 574 230,897 39 652 250,718 21 645 264,984 16
Payson 203 203,013 33 227 216,544 26 266 232488 19
Pleasant Grove 263 265,258 40 285 279,344 22 269 284,366 20
Provo 456 224,856 32 488 244,127 21 591 262,355 16
Salem 74 282,648 44 72 289,711 52 105 309,947 37
Santaquin 150 205,778 51 206 230,830 35 208 252,568 20
Saratoga Springs 456 284,774 43 506 308,383 32 596 331,714 28
Spanish Fork 436 226372 42 542 248,461 27 514 267,291 22
Springville 286 224,580 53 308 231,252 24 320 258373 21
Vineyard 39 352,053 78 82 333,741 50 78 375,117 66
Woodland Hills 17 355,726 65 12 407,567 52 14 382,357 66

Naive Measures in the Aggregate

Figure 4 plots the number of transactions across time. The chart
reveals a cyclical effect in the frequency of housing transactions. Years
2000—-2006 show an increasing trend in the number of homes sold, fol-
lowed by a significant decline during the recession from 2006 to 2009.
After 2009, we see a significant increase in the volume of transactions
and a continuing upward trend through 2016.
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Figure 4. Total number of home sales, 2000-2016

Figure 5 plots the days on market across time. Other than an up-
ward blip during the housing crisis, there is a decreasing trend for the
median days on market, indicating a housing market that is heating up.
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Figure 5. Median days on market, 2000-2016

The final factor we consider is sales price over time. Figure 6 pre-
sents the naive index of listing prices and transaction prices by year.
Depending on the skill of real estate brokers and their ability to dictate
the listing prices of homes to their selling clients, we may predict three
patterns when comparing list with sales prices. If real estate brokers
have the skill to judge market demand and if they can convince selling
clients of this skill, then as demand and supply change, we would ex-
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pect the difference between the two lines to stay relatively constant. If
sellers reject the counsel of brokers to listing prices during soft mar-
kets, or if brokers set housing prices too high because of lack of skill,
we would expect the lines to diverge in slower real estate markets. On
the other hand, if prices are set too low as the result of a booming mar-
ket, then we would expect the two lines to converge. Figure 6 indicates
that the differential between the list and sales price has remained fairly
constant over the sample period.
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Figure 6. List and transaction housing prices, 2000-2016

Continuing to examine transactions prices, Figure 7 reports the
naive index that we will compare with our hedonic index. Instead of
reporting the actual prices, we report the percent change from the base
year (2000), which is standardized to one. The graph indicates that over
the sample period, housing prices have appreciated 70%. We see sig-
nificant periods of growth during 2004-2007 and 2011-2016, and we
see a period of decline between 2007 and 2011. An interesting point to
mention is the increase in sale price during 2010 that seems to dampen
the perceived effect of the recession on the Utah County housing mar-
ket.

The preceding data highlight the potential hazard of using a naive
index. Basing conclusions on the naive index does not control for the
quality characteristics of the houses being sold. Perhaps larger houses
have been sold currently relative to the years 2007-2011. If so, the in-
crease in housing prices may be attributed to larger houses, not to sup-
ply and demand pressures that define a strong or weak real estate
market. Perhaps, by pure randomness, older homes tended to transact
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Figure 7. Naive pricing index for Utah County houses, 2000-2016

less frequently the past five years. Again, the price decline may not be a
market effect, but a quality effect—age, in this example. In the next
section, we create a hedonic pricing index to control for varying quali-
ties of the houses being sold in Utah County.

3. Hedonic Model and Empirical Methodology

Hedonic regression analysis provides the basic framework for the
pricing section of this study by recognizing that the response variable,
in this case the sales price of a home, is determined by several explana-
tory variables (see Colwell and Ditmore [1999] and Goodman [1998]
for the history of hedonic price analysis). The regression analysis esti-
mates the marginal values or implicit prices of the individual price de-
terminants. Following the framework used by Guttery and Sirmans
(1995), the hedonic model is specified as follows:

LNPRICE = oy + 0, LNSQFTABOVE + a,LNSQFTBSMT +
a;BSMTFIN + a4,LNAGE + asLNGARAGE+ ocLNLOT +

S BICITYi + Y SiYEARI + ¢

where LNPRICE is sales price of the property (natural log),
LNSQFTABOVE is square feet of total building area above ground
(natural log), LNSQFTBSMT is square feet of total building area below
ground (natural log), BSMTFIN is the percentage of the basement that
is finished, LNAGE is the age of the house in years (natural log),
LNGARAGE is the capacity of the garage or carport measured in num-
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ber of vehicles (natural log), LNLOT is the square feet of total lot area
(natural log), CITY; is the city fixed effects, and YEAR; is the year
fixed effects.

The hedonic regressors address the quality differences in the data
by holding the marginal values fixed. Controlling for quality character-
istics allows the coefficients on the year dummy variables to capture
the intertemporal price effects. The index is constructed by normalizing
the antilogarithm or the dichotomous time variables to unity.

We choose to take the natural logarithm of most of the regressors
to allow for non-linearity in their functional form. In other words, we
allow for diminishing marginal returns. As an example, the marginal
value of an additional 100 square feet in a 10,000-square-foot home is
less than the marginal value of an additional 100 square feet in a 500-
square-foot home. Using natural logarithms for this purpose is widely
accepted in the hedonic pricing literature (see Slade, 2000).

4. Hedonic Index Empirical Results and Comparison
with Naive Model

The results of the regression are reported in Table 3. We predict a
positive sign on the estimated parameter for the size of the house (both
above and below ground), the percentage of the basement that is fin-
ished, the size of the garage, and the size of the lot. We predict negative
relationship between the age and the price of the house. The results in
Table 3 are consistent with these predictions, all with p-values of <1%.

As an example of how one interprets the coefficients (i.e., their
marginal impacts), consider the square footage above ground variable.
Because of the natural logs, a 1% change in the price of above square
footage would lead to a 0.532% change in the sales price. For instance,
if a property sold for the average sales price of $230,000 and an aver-
age square foot above ground of 1,700, a 1% increase in size is 17
square feet. The estimated parameter of 0.532% change in sales price is
$1,223.60. When divided by 17 square feet, this equals $72 per square
foot. Thus, each square foot of housing area above ground represents an
additional $72 in transaction value.

Table 4 reports regression results of an expanded model, where
we include the impact of bedrooms and bathrooms to check for robust-
ness. All of our results from Table 3 are robust to the added variables.
The results indicate an additional bathroom adds approximately nine
times the value of an additional bedroom (coefficients of 0.0126 vs.
0.0942).
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Table 3. Hedonic regression index results, 2000-2016

Estimated  Standard

Variable Parameter Error t-stat P-value VIF
Intercept 7.0977 0.0192 369.1 <.0001 0.0
Ln(square feet above ground) 0.5320 0.0025 2115 <.0001 15
Ln(square feet of basement) 0.0289 0.0003 102.1 <.0001 1.6
Percent of basement finished (%) 0.0009 0.0000 54.1 <.0001 1.7
Ln(age of prperty when sold)(years) -0.0318 0.0003 -102.5 <.0001 1.6
Ln(capacity of the garage/carport) 0.0204 0.0004 55.1 <.0001 1.3
Ln(size of lot in square foot) 0.0899 0.0015 61.8 <.0001 13
Alpine 0.2310 0.0063 36.6 <.0001 1.2
American Fork 0.0503 0.0032 15.8 <.0001 1.7
Cedar Hills 0.1010 0.0043 235 <.0001 13
Eagle Mountain -0.1174 0.0026 -453 <.0001 20
Goshen -0.2924 0.0204 -143 <.0001 1.0
Highland 0.2064 0.0044 46.5 <.0001 14
Lehi 0.0721 0.0025 29.0 <.0001 2.5
Lindon 0.1121 0.0057 19.7 <.0001 1.2
Mapleton 0.0637 0.0062 10.3 <.0001 12
Orem 0.0287 0.0027 10.6 <.0001 2.6
Payson -0.0936 0.0034 279 <.0001 1.6
Pleasant Grove 0.0453 0.0033 13.7 <.0001 1.7
Provo 0.0543 0.0030 184 <.0001 25
Salem -0.0172 0.0055 3.1 0.0017 1.2
Sataquin -0.1603 0.0040 -39.8 <.0001 1.3
Spanish Fork -0.0442 0.0027 -16.2 <.0001 2.1
Springville -0.0271 0.0032 -8.6 <.0001 1.8
Vineyard 0.0238 0.0087 2.7 0.0062 1.1
Woodland Hills 0.0166 0.0160 1.0 0.3001 1.0
2001 0.0187 0.0040 4.7 <.0001 1.9
2002 0.0263 0.0040 6.6 <.0001 2.1
2003 0.0296 0.0039 7.6 <.0001 2.1
2004 0.0685 0.0037 183 <.0001 23
2005 0.1504 0.0036 415 <.0001 2.7
2006 0.3211 0.0036 88.6 <.0001 28
2007 0.4527 0.0036 125.2 <.0001 23
2008 0.3914 0.0037 104.6 <.0001 23
2009 0.2728 0.0055 49.6 <.0001 1.4
2010 0.1982 0.0040 49.1 <.0001 22
2011 0.1263 0.0040 319 <.0001 24
2012 0.1750 0.0039 44.7 <.0001 24
2013 0.3056 0.0037 82.6 <.0001 2.6
2014 0.3664 0.0035 103.6 <.0001 2.7
2015 0.4380 0.0034 1289 <.0001 29
2016 0.5160 0.0033 155.4 <.0001 3.1

Adjusted R* 0.8346 <0001
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Table 4. Hedonic regression index results, 20002016

Variable Estimated | Standard| t-stat | P-value| VIF
Parameter | Error

Intercept 7.4529 0.0221 337.6 | <.0001 | 0.0

Ln(sq. ft. above 0.4668 0.0033 140.2 | <0001 | 2.6

ground)

Ln(sq. ft. of 0.0285 0.0003 101.4 | <0001 | 1.6

basement)

% basement 0.0006 0.0000 244 | <0001 | 2.8

finished

Ln(age of -0.0301 0.0003 -97.2 | <0001 | 1.7

property when

sold) (yrs)

Ln(capacity of 0.0178 0.0004 47.6 | <0001 | 1.3

garage/carport)

Ln(size of lot in 0.0948 0.0015 64.4 | <0001 | 1.4

sq. ft.)

Ln(no. bedrooms) | 0.0106 0.0035 3.0 0.0027 | 2.3

Ln(no. 0.0942 0.0028 334 | <0001 | 2.7

bathrooms)

City Fixed Effects | Yes

Yearly Fixed Yes

Effects

Adjusted R? 0.8381 <.0001

The yearly dummy variables are used to construct the hedonic
price index. The estimated coefficients are in logarithmic form. To con-
struct the hedonic index, we take the antilogarithm (i.e., the exponential
of the coefficient) to estimate the data points for Figure 8 from the he-
donic regression annual dummy variables. To construct the naive index,
we use the annual mean sale price for each year and construct a percent
return as [Price,/Price,;]-1. The base year (2000) is the omitted variable
and is indexed to one.

Figure 8 plots the hedonic versus the naive index with the same
model used by Brau and Slade (2001). Comparing the two illustrates
the need to adjust for quality characteristics. Recall our earlier exami-
nation of the years 2009-2010. The naive index may suggest that hous-
ing prices began rebounding from the recession in 2010. When
correctly adjusted by the hedonic methodology, the cumulative price
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difference during 2009-2010 is negative, contrasting the positive in-
crease indicated by naive model.

—8—Naive —&—Hedonic

Figure 8. Hedonic vs. naive pricing index for Utah County houses (2001
model), 20002016

The second major benefit of using the hedonic methodology is the
calculation of housing appreciation. Tracking the return of investment
is important and should be done as accurately as when calculating an
individual's net worth. At times, the two indices are very similar, such
as in the year 2004. However, at other times, the naive index inflates
the actual appreciation of housing prices. For example, in 2016, the
naive index reports a 71% cumulative return since the base, but the
hedonic index indicates that after correcting for quality, the actual re-
turn is 52%.

4. Conclusion

We have analyzed the Utah County housing market using a sam-
ple of 70,462 single-family residential transactions from the years
2000-2016. We find that a naive pricing model indicates over a 70%
growth in price over that 17-year span. Next, we construct a hedonic
pricing model and show that after controlling for characteristics of the
property, the actual price increase is about 50%. Adjusting this growth
to an annual rate, Utah County single-family dwellings have experi-
enced a 2.5% annual appreciation from 2000 through 2016 (1-
(1.025"17) = 52%. Overall, our study shows that single-family dwell-
ings have increased in line with historical rates over our sample period
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and not at a real estate bubble pace as suggested by some business
press.
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The Uncertain Future of LIFO

Jennifer Harrison, Chelsea Dye, and Dara Hoffa
Westminster College

Abstract

LIFO, the accounting concept of “last-in, first-out” inventory costing,
started in the early 20" century and saw remarkable expansion within
several industries within the Unites States. Use of LIFO has been
particularly dominant within the American oil and gas industry.
However, recent political and cultural forces may see the end of this
highly utilized principle of accounting practice. This paper tracks the
history of LIFO, analyzes the possible changes to the methodology, and
advocates for a broad-spectrum preparation against seemingly likely
changes to this basic accounting procedure.

LIFO—the accounting concept of “last-in, first-out” inventory
costing—has been a mainstay of U.S. companies for almost a century.
Firms use this technique to better match current revenues to current
expenses. As most firms face ever-increasing input costs, LIFO ac-
counting lowers tax liabilities for firms as they are able to expense cur-
rent, generally higher costs.
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Unfortunately, LIFO is a potential target for opportunistic use
from the federal government. A widespread repeal of LIFO could result
in billions of dollars in increased tax revenue for a government striving
to balance its budget. The oil and gas industry would be most impacted
by a LIFO repeal. Not surprisingly, LIFO is on the short list for possi-
ble government regulatory changes. Many within the accounting pro-
fession are concerned about the dramatic implications from an
immediate and ubiquitous repeal of LIFO. Influencing the manner in
which such a repeal would take place is important for accounting pro-
fessionals to consider.

The purpose of this paper is to highlight the critical role LIFO
plays in the financial wellbeing of US companies and to consider meth-
ods for facing LIFO repeal. The paper briefly reviews pertinent aspects
of the history of LIFO as well as recent events that may have precipi-
tated the federal government’s interest in repealing LIFO. Then the
paper outlines various approaches that accounting professionals may
consider for facing LIFO reform—including lengthening the tax liabil-
ity period, decreasing the tax rate, eliminating the LIFO conformity
rule, adopting only portions of the international standards, avoiding
international financial reporting standards (IFRS) adoption, or proac-
tively reducing LIFO reserves. Implications of these approaches are
discussed for the U.S. government, economy, and the accounting pro-
fession.

The History of LIFO

LIFO, an acronym meaning last-in first-out, makes certain as-
sumptions about accounting cost flow, using the latest costs acquired as
the first costs out. Although not utilized as a methodological paradigm
until the 1930s, the concept likely predates the 20™ century (Davis,
1982).

The concept began with the “base stock method,” a framework
that presumed a company to have a minimum (or base) stock necessary
for operations (Chatfield and Vangermeersch, 1996). That minimum
stock operated as its normal stock and functioned as a continuous in-
vestment and any change in value in that normal stock could be disre-
garded (Chatfield and Vangermeersch, 1996). The inventory that a
company possessed above the minimum became a temporary invest-
ment intended for immediate resale and any goods that the company
sold would count as coming from that amount above the normal stock
(Davis, 1982). The first company in the United States to adopt this ac-
counting method was The American Smelting and Refining Company
in 1903 (Chatfield and Vangermeersch, 1996). Ten years later, the Na-



The Uncertain Future of LIFO 153

tional Lead Company became the second company to adopt the base
stock method (Chatfield and Vangermeersch, 1996) As lead does not
decay, rust, or rot, National Lead could move out the oldest materials
first; however, to avoid excess handling of the lead, they preferred to
load the most recently acquired materials first into the manufacturing
process (Davis, 1982). Further, because manufacturing white lead en-
tailed a 5- to 6-month process, a certain amount always needed to be in
the pipeline. Their minimum inventory served as permanent investment
(Davis, 1982).

H.T. Warshow, a company officer, explained how the National
Lead used the Base Stock Method (Warshow, 1924). According to
Warshow, National Lead would write down their inventory if it fell
below the 1913 book value; at that point, the company would then write
down the inventory to the new market price. Moreover, if the quantity
of ending inventory exceeded the base stock, National Lead would
value that excess using a conventional costing method. If the company
dipped into the base stock as part of their operations, the use of those
goods operated as a borrowed loan. When the goods returned to the
base stock, the company purchased them at market value, charged that
market value to cost of goods sold, and then subtracted the goods from
inventory. National Lead preferred using the base stock method as it
allowed for smoother profit accumulation than the then-standard proce-
dure, because current revenues matched up against current expenses.
However, at the time the Internal Revenue Service (IRS) did not allow
this accounting innovation, thus National Lead kept two accounting
records—one for tax purposes and the other for financial reporting pur-
poses (Warshow, 1924).

During the 1920s and 1930s, the base stock method encountered
various challenges from the U.S. government. The Treasury prohibited
its use for tax purposes in 1919, and in the 1930 Supreme Court case of
Lucas v. Kansas City Structural Steel Company, 281 U.S. 264 (1930),
the Court held that considering base stock for tax purposes lacked
merit, as no clear line separated base stock from other inventories. This
created a situation where the manipulation and distortion of income
became much simpler. In 1936, the American Petroleum Institute
Committee worked with a committee from the American Institute of
Accountants, agreed that LIFO valuation for oil companies’ inventories
could operate as an acceptable accounting principle (Davis, 1982). This
marked the first time that an accounting body accepted the concepts of
LIFO (Davis, 1982).

The U.S. Congress first addressed the LIFO issue in 1938 when
they allowed LIFO for tax purposes for certain industries, but did not
include petroleum (Base Stock Inventories and Federal Income
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Taxation, June 1936). Furthermore, the 1939 Revenue Act created the
conformity rule that required any company adopting LIFO for tax pur-
poses to also use it for financial reports. That bilateral balance provided
evidence to the taxpayers that LIFO accurately reflected actual income.
However, the 1939 Revenue Act still limited LIFO to certain industries.
In 1947, the tide turned when the Tax Court ruled that all taxpayers
could operate under LIFO if desired (cf., Hutzler Brothers Company v.
Commissioner, 8 T.C. 14, Tax Court, 1947). Much later, in 1981, the
IRS modified the LIFO conformity rule to allow taxpayers to use any
method for valuing asset inventory on the balance sheet as long as the
taxpayer used LIFO for income purposes (26 CFR §1472-2(e)). The
IRS also allowed for supplementary disclosure on any basis as long as
the primary income presentation occurs via LIFO (26 CFR §1472-2(e)).

Recent Events

After years of acceptance of LIFO for tax and financial reporting
purposes, a number of events during the early years of the 21* century
brought the LIFO apparatus of inventory cost flow accounting into
question: 1) the increase in U.S. government spending; 2) the increased
tension between the U.S. government and the oil and gas industry, and
3) the continued convergence of United States accounting standards
(US GAAP) to international accounting standards. Separately, each of
these events heralded a marked change making the repeal of LIFO a
plausible occurrence. Combined, these events created an atmosphere in
which the question of LIFO repeal becomes a matter of when, not if.

Increased U.S. Government Spending

Like any country with a complex national economic system, the
United States copes with periods of both growth and decline. With the
latest financial crisis rooted in the subprime mortgage debacle, the U.S.
economy struggled through the Great Recession beginning in 2008.
During this time of slow economic growth and activity, the typical eco-
nomic impacts of a recession occurred: a slowdown in hiring employ-
ees, an increase in terminations, a decline in capital investments, and
reductions in consumer spending. Concomitantly, healthcare costs con-
tinued to rise and influence the news cycle, as the nation and Congress
debated the very nature of the healthcare system in the United States
with the introduction of the Affordable Care Act (ACA). Although the
impact of the ACA on the U.S. recession recovery remains a matter of
argument, its adoption does illustrate the foundational assumptions of
the U.S. federal government at the time—the U.S. federal government
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was planning for and implementing additional expansive government-
run programs during a time of recession.

The combination of a slowing economy and increasing govern-
ment outlays fostered an even more urgent need for a commodity that
governments rarely have enough of—revenues. Figures 1 and 2 display
the U.S. government spending and revenue levels from 1970 to (fore-
casted) 2020. Note the increased spending and decreased revenues (sur-
rounding the 2010 axis labels).
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Figure 1: U.S. government spending (actual and forecasted) (Inside Gov, 2016)
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Figure 2: U.S. government revenues (actual and forecasted) (Inside Gov, 2016)

Faced with increased spending and decreased revenues, the pro-
posed federal budgets during this period contained many options on
increasing tax revenue. Of interest within this paper appears the option
to repeal the LIFO accounting method. A repeal of LIFO would involve
disallowing companies the use of LIFO for calculating taxable income.
Assuming an inflationary environment, the result of repealing LIFO
would be increased taxable income as the higher, “last-in” costs would
not be used to offset revenues. Instead, the lower, “first-in” costs would
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be used to offset revenue—resulting in higher taxable income, higher
taxes, and more revenue for the federal government. A federal govern-
ment in need of increased revenues, combined with factors discussed
below, created a setting in which the demise of LIFO seemed possible.

Backlash on Oil and Gas Industry

Of all the sectors of US economic activity, the oil and gas industry
would bear the largest burden in undergoing a repeal of LIFO. The rela-
tionship between the U.S. government and the oil and gas industry
dates back to the middle of the 19" century. In those early years, the
government provided tax breaks for exploration and development of
fuel sources. Additionally, the government helped, perhaps indirectly,
to promote the industry by building interstate roads, constructing
bridges, and laying rail lines for the improvement of transportation.
However, in more recent years, strain and tension appeared in the bond
between the U.S. government and the oil and gas industry. During the
period of national-security concerns, climate-change fear, carbon tax
vs. carbon cap-and-trade debates, ethanol and other alternative-fuel
initiatives, the U.S. government significantly altered its stance on the
dominance of and dependence on oil and gas. Add to these political
trends the cultural effects of 1989 Exxon Valdez oil spill, the BP Gulf
coast oil spill in 2010, and the record high profits that Exxon Mobil and
other oil companies had in 2006 (Krauss, 2007), and the complete re-
versal of political opinion seems inevitable. Gone are the days of fa-
vored-industry status; oil and gas has become a targeted industry to be
controlled and taxed at increasing levels.

Specific to LIFO, proposed U.S. budgets published by the Con-
gressional Budget Office (CBO) have included, for several years, an
option to repeal the LIFO inventory accounting method (Congressional
Budget Office, 2015). Such a repeal would increase government reve-
nues as companies currently using LIFO would be required to recog-
nize, and be taxed on, the deferred revenues represented by their LIFO
reserves. LIFO reserves represent the difference between the inventory
valued under LIFO and what it would be valued at under FIFO. By
some estimates, energy companies hold one-third of those LIFO re-
serves (Leone, 2010). Companies that utilized LIFO for the longest
period of time and that also experienced inflationary costs would pay
the most taxes under a LIFO repeal. Per the CBO 2015 budget, the in-
creased revenue from repeal of LIFO for the years 2015 to 2024 is
shown in Table 1.



The Uncertain Future of LIFO 157

Table 1: Estimated tax revenue from LIFO repeal with calculated
oil and gas portion

2015~
Years 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2021 | 2022 | 2023 | 2024
2024
Billions
5
13 26 26 26 14 2 2 2 2 2 115
Increase
Ol &
(Fas
4.4 88 &8 88 4.8 o7 a7 o7 a7 a7 39.1
Tncrease

By applying the estimate noted earlier of one-third of the LIFO
reserves being held by energy companies to the federal government’s
estimated LIFO repeal tax increase, an estimated financial impact (in-
crease in taxes) to this industry sector accumulates to $39.1 billion
from 2015 to 2024. For 2015-2016, the total LIFO income would have
been $39 billion whereas the total revenue of the U.S. during that time
period was $6.5 trillion (The White House, 2017). Had that income
been included during those two years, it would have represented
roughly 0.6% of the total federal revenue. The threat of LIFO repeal,
with its related increase in taxes, served as enough of a catalyst for nu-
merous companies currently using LIFO inventory accounting to create
a lobbying group—The LIFO Coalition. With no past or pending repeal
of LIFO by Congress, its continued inclusion in proposed budgets
makes it a more commonly considered option for the federal govern-
ment to use as a tool for decreasing the U.S. government deficits.

U.S. Convergence with International Accounting Standards

The Financial Accounting Standards Board (FASB) and Interna-
tional Accounting Standards Board (IASB) convergence project
emerged on the scene in parallel with the 2008 recession and the politi-
cal and cultural change regarding the oil and gas industry. Beginning in
2002 with the Norwalk Agreement, this project’s lofty goal aimed to
tackle some of the biggest obstacles preventing the adoption of IFRS by
the U.S. Global accounting standards would facilitate comparison of
publicly traded companies, thus allowing for more efficient and accu-
rate allocation of capital globally.
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The initial Norwalk agreement was updated in 2006 and 2008,
with updates on the various topics under consideration. These topics
included complex and highly debated items such as revenue recogni-
tion, fair value accounting, and leases. Of note, the topic of inventory
valuation did not emerge as a convergence topic—even though it was
(and is) a well-known difference between IFRS and U.S. GAAP. Spe-
cifically, IFRS does not allow use of LIFO costing method, while U.S.
GAAP does. Thus, with complete adoption of IFRS, publicly traded
U.S. companies using LIFO would then be disallowed from the contin-
ued use of LIFO for financial statement purposes. This fact alone
would likely not cause too much of a backlash from U.S. LIFO-using
companies. However, because of the LIFO conformity rule—
companies that use LIFO for tax purposes must also use it for financial
statement purposes—this is of great concern to U.S. LIFO-using com-
panies. Without the ability to use LIFO for financial purposes, no com-
pany would have the ability to use it for tax purposes.

While the topic of LIFO inventory was ignored in the official
IFRS/U.S. GAAP convergence project, it received discussion by the
U.S. governmental agency that oversees the FASB in its accounting
standards creation duties—the Securities and Exchange Commission
(SEC). The SEC, during the convergence project period, considered the
appropriate use of IFRS by U.S.-based companies. In 2008, the SEC
published a “Roadmap for the Potential Use of Financial Statements
Prepared in Accordance with International Financial Reporting Stan-
dards by U.S. Issuers,” which provided several milestones that were to
be met by the convergence project and encouraged further work by the
IASB and FASB in accomplishing them. Then in 2012, the SEC pub-
lished “Work Plan for the Consideration of Incorporating International
Financial Reporting Standards into the Financial Reporting System for
U.S. Issuers”. In both reports, the SEC noted that LIFO is not allowed
by IFRS but is by U.S. GAAP, causing a variance in accounting stan-
dards.

These events—a sluggish economy, a changing political environ-
ment, a shifting of cultural mores, and IFRS/U.S. GAAP conver-
gence—combined to create an environment fertile for the continued
debate of LIFO policies.

Methods of Facing LIFO Repeal

At the heart of disallowing LIFO as an inventory costing method
lies the financial impact of the switch from LIFO to other inventory
costing methods—namely FIFO (first-in, first-out) or average costing.
Typically, a company’s change from LIFO to another inventory costing
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method will cause an increase in inventory value and an increase in
taxable income, and thus, a tax liability. As stated earlier, the increased
taxable income across the entire economy is estimated to be in the bil-
lions of U.S. dollars, resulting in billions of additional tax revenues to
the U.S. government. Assuming the desirability of mitigating or elimi-
nating the increased tax liability of a LIFO repeal, several effective
options exist for doing so. These options include lengthening the tax
liability period, decreasing the tax rate, eliminating the LIFO confor-
mity rule, adopting only portions of the international standards, avoid-
ing IFRS adoption, or proactively managing LIFO inventory.

Lengthen the Tax Liability Period

Currently, the IRS tax code allows for a 4-year period in which a
company may spread out the effect of an accounting change that in-
creased its tax liability. This IRS rule could be amended to allow for an
extended period, perhaps over 10 years. Although it would not reduce
the total tax burden, this has the effect of decreasing the annual cash
outlays required.

Decrease the Tax Rate

Another option could be to amend the U.S. tax code to allow a re-
duced tax rate on all additional tax liabilities caused by a switch from
LIFO to another inventory costing method. With a lower tax rate, the
additional tax liability could be either slightly lessened or significantly
lessened depending on the given tax rate.

Eliminate the LIFO Conformity Rule

To some extent, companies already keep two sets of accounting
records, one for financial statement purposes and the other for tax de-
termination. The existence of the LIFO conformity rule requires that
one aspect of these two sets of accounting records be the same, namely
the inventory costing method if LIFO is used for financial statement
purposes. Should the LIFO conformity rule be removed from the Inter-
nal Revenue Code, companies using LIFO for tax determination could
also be in compliance with IFRS accounting rules by using another
inventory costing methods for financial statement purposes. The addi-
tional benefit to this method follows that no additional tax liability
would be recognized with the continued use of LIFO for tax determina-
tion.
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Adopt IFRS “Lite”

Although the main goal of the IFRS/U.S. GAAP convergence pro-
ject centered around the adoption of international accounting standards
by the U.S., the functional trends allowed for countries adopting IFRS
to do so only partially. The U.S. could follow suit and simply adopt
those portions of the international accounting standards that do not
cause undue burden on U.S. companies. Much progress has been made
in the effort to make financial statements more comparable across
country borders. But in reality, there are even differing accounting op-
tions within U.S. GAAP (and other country’s accounting standards)
allowing companies to use the available rules that best present their
financial status. One of those areas allowing varying accounting op-
tions is the use of inventory cost method. Even with the removal of
LIFO, the other methods of FIFO, weighted average, or specific identi-
fication still exist. Current U.S. GAAP requires that companies using
LIFO provide information within the notes to the financial statements
that allow a reader to recalculate the financial statements as if the com-
pany used the FIFO inventory costing method. Experienced financial
statement users are familiar with this information, and the calculation to
convert from LIFO to FIFO remains simple for those understanding its
purpose and meaning. By adopting IFRS “Lite,” U.S.-based companies
would essentially not be required to discontinue LIFO to be in compli-
ance with IFRS accounting standards. However, these companies might
still need to lobby to ensure that LIFO not be disallowed for tax deter-
mination.

Do Not Adopt IFRS

This option extends the prior possibility. The entities that create
U.S. accounting standards could separate themselves from the interna-
tional accounting standards arena. Instead, the U.S. could continue to
publish high-quality accounting standards that follow the accounting
concepts originated by the FASB starting in 1973. By promulgating
accounting standards based on a set of sound accounting concepts, the
U.S. could continue to influence other country’s accounting standards
and practices. Again, this option would allow companies to continue
using LIFO with no concern of not following required financial state-
ment accounting standards. However, companies may eventually lose
the ability to use LIFO because of a rule change for tax determina-
tion—which is ultimately the more pressing issue.
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Lobby, Lobby, Lobby

Although this paper has focused on the impact of LIFO repeal on
the oil and gas industry, there is a surprising array of industries that use
LIFO, such as the chemical, pharmaceutical, and groceries industries.
As claimed by the LIFO Coalition, one-third of all U.S. companies use
LIFO. Given the political and culture changes of the last 30 years,
businesses that could be affected by a LIFO repeal would be wise to
expend resources in lobbying various parts of the federal government,
from the IRS, to Congress, to the Presidency in changing the current
LIFO conformity rule.

Actively Manage LIFO Inventory

Rather than rely on action from the U.S. government or the ac-
counting profession, companies currently using LIFO could proactively
start reducing their inventory levels. By doing so, companies can con-
trol the timing and impact of recognizing LIFO liquidation revenues—
and the related taxes. This action, if significant enough industry wide,
could have the added benefit or reducing the attractiveness of a LIFO
repeal to a revenue-hungry U.S. government. Of the options to mitigat-
ing a LIFO repeal discussed herein, this option has the benefit of being
entirely within the control of company management. However, in addi-
tion to taking action based solely on tax liability, management must
consider the impact of voluntary inventory reductions on company met-
rics such as current ratio, reported net income, future cash flows, and
even investor relations.

High-level analysis using oil and gas industry data provides in-
sight into additional management action to mitigate the impact of a
LIFO repeal. Extrapolating this oil and gas analysis also generates
some interesting options available to any company currently using
LIFO.

Unlike inventory cost for most consumer goods, which have an
inflationary trend, crude oil prices are volatile. Within the past 10 years
crude oil prices have reached a height of over $140.00 per barrel to a
low of around $27.00 (Figure 3). Interestingly, the LIFO reserves of oil
and gas companies, as represented in the below chart using ExxonMo-
bil, Chevron, and ConocoPhillips (the three largest U.S.-based oil com-
panies), have had a similarly volatile history (Table 1). By combining
year-end crude oil prices from Figure 3 and total LIFO reserves for
ExxonMobil, Chevron, and ConocoPhillips, it becomes apparent that
these metrics have experienced similar volatility (Figure 4).
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Table 1: Oil and Gas LIFO Reserves vs. Taxes on Reserve, 2012-
2016

| 2016 2015] 2014] 2013 ] 2012
ExxonMobil
LIFO Reserve
(Millions $) 8,100 | 4,500 | 10,600 | 21,200 | 21,300
Taxes on
reserves ($)* 2,835 | 1,575| 3,710 | 7,420 | 7,455
Chevron
LIFO Reserve
(Millions $) 2,942 | 3,745 | 8,135 | 9,150 | 9,292
Taxes
on reserves ($)* 1,030 1,311 2,847 | 3,203 | 3,252
ConocoPhillips
LIFO Reserve
(Millions $) 104 6 6 160 200
Taxes
on reserves ($)* 36 2 2 56 70
Total Reserves
(Millions $) 11,146 | 8,251 | 18,741 | 30,510 | 30,792
Total taxes on
reserves ($)* 3,901 | 2,888 | 6,559 | 10,679 | 10,777

All numbers from company 10K reports
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Figure 4: LIFO reserves (left axis) and crude oil prices (right axis).

Figure 4 shows the apparent relationship between oil prices and
LIFO reserves for these three oil companies. As mentioned, the LIFO
reserve is the difference between the value of inventory using FIFO and
the value of inventory using LIFO. It appears from Figure 4 that LIFO
reserve is directly affected by oil prices. However, more analysis is
needed to determine true correlation as other factors, such as the quan-
tity of the inventory, will also impact the LIFO reserve.

The volatility of oil prices gives the management of oil and gas
companies an opportunity to mitigate the impact of a possible LIFO
repeal. The change from LIFO to FIFO inventory during times of lower
oil prices would result in significantly decreased tax liabilities than in
periods of higher oil prices. Management could, during these periods of
decreased oil prices, forecast the impact of a voluntary reduction in
LIFO inventory. Oddly enough, depending on the prices of the various
LIFO levels, a reduction in LIFO inventory could also lead to a reduc-
tion in net income and taxes. In a period of decreasing inventory costs,
using LIFO matches the lowest, current costs against the revenues. By
dipping into older inventory, the higher, older costs are matched against
revenues, thus decreasing net income and the related tax liability.

Although oil and gas is the largest industry using LIFO, there are
many industries and companies within industries that use LIFO. The
major industries using LIFO are often manufacturing focused including
chemical, food, metal, plastics, leather, and furniture (Frankel & Hsu,
2015). Pharmaceutical companies use LIFO as does the largest grocery-
focused retailer in the U.S., Kroger (The Kroger Company, 2016). Ad-
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ditionally, retail giants Wal-Mart (Wal-Mart Annual Report 2017) and
Costco (Costco Annual Report 2016) value inventory using LIFO. With
the beginning and ending of the supply chain using LIFO, whether a
company uses LIFO itself or not, they are likely impacted.

Regardless of industry, any company using LIFO could benefit
from understanding the relationship between current inventory cost and
LIFO reserves as has been discussed using oil and gas data. By closely
monitoring inventory costs and purposely timing decreases in inven-
tory, management could minimize the tax liability impact of these vol-
untary reductions in inventory.

Conclusion

Flourishing in the boom-and-bust roots of the early 20" century,
LIFO functioned as an impetus of economic growth for hundreds of
firms across decades, but the political will to maintain the LIFO con-
formity rule rests on the whims of a politically transitory Congress and
Executive branch, while the cultural paradigm shift during the late 20™
and early 21" centuries regarding both corporate America generally and
the oil and gas industry specifically have moved the previous stability
of LIFO into an uncertain milieu. Prudent corporate governance would
suggest exploring whatever various options are available to protect
assets against temblors in this deeply important accounting principle.

Most of the options for mitigating the impact of a LIFO repeal
rely on actions by the U.S. government or the accounting profession.
For these options, it would be in the best interest of LIFO-using com-
pany management to actively expend resources to lobby various levels
of the government and accounting profession. Conversely, there are
options completely within the control of company management, such as
the option to gain an understanding of, and monitor, inventory costs,
which would result in voluntary reductions in LIFO reserves when it is
most beneficial. However, any management decision to reduce LIFO
reserves and thus reduce tax liability should not be made in isolation.
Other factors, such as impact on key metrics, cash flow, or investor
relations should also be considered.

References

Base Stock Inventories and Federal Income Taxation. (June 1936).
Harvard Business Review, Vol. 51, 1430-1442.

Chatfield, M. and Vangermeersch, R. (1996). The History of



The Uncertain Future of LIFO 165

Accounting (RLE Accounting): An International Encyclopedia.
Abingdon, UK: Routledge.

Congressional Budget Office. (2015). Options for Reducing the Deficit.
Washington, D.C.: United States Congressional Budget Office.

Costco  Wholesale Corporation. (2016). Costco Annual Report.
Issaquah, Washington.

Crude Oil Price History. Retrieved March 17, 2017 from
http://www.fedprimerate.com/crude-oil-price-history.htm

Davis, H. Z. (1982). History of LIFO. Accounting Historials Journal
Vol. 9, No. 1,1-23.

Frankel, M., & Hsu, P.-H. (2015). LIFO adoption by industry. Journal
of Accounting and Finance, Vol. 15, No. 5, 42-53.

Krauss, C. (2007, February 2). Exxon and Shell Report Record Profits
for 2006. Retrieved August 19, 2017 from The New York Times:
http://www.nytimes.com/2007/02/02/business/020il.html.

The Kroger Company. (2016). Kroger Annual Report. Cincinnati,
Ohio.

Leone, M. (2010, July 15). Sucking the LIFO Out of Inventory.
Retrieved August 19, 2017 from http://ww2.cfo.com/accounting-
tax/2010/ 07/sucking-the-lifo-out-of-inventory/

Securities and Exchange Commission. (2008). Roadmap for the
Potential Use of Financial Statements Prepared in Accordance with
IFRS by U.S. Issuers. Washington D.C.: Securities and Exchange
Commission.

Securities and Exchange Commission. (2012). Work Plan for the
Consideration of Incorporating IFRS into the Financial Reporting
System for U.S. Issuers. Washington D.C.: Securities and Exchange
Commission.

Inside Gov. (2016). 2016 United States Budget. Retrieved August 18,
2017 from http://federal-budget.insidegov.com/1/119/2016#Overview
&s=2WS4y3



166 Business

Wal-Mart Stores, Inc. (2016). Wal-Mart Annual Report. Bentonville,
Arkansas.

Warshow, H. (1924). Inventory valuation and the business cycle.
Harvard Business Review, Vol. 3, 27-34.

The White House. Office of Management and Budget. Retrieved
August 19, 2017 from The White House, President Donald J. Trump:
https://www.whitehouse.gov/omb/budget/Historicals.



Extracurricular Engagement and
Person—Organization Fit through
Internalizing Organizational Mission
Statements and Values

Ryan Stephenson, Colt Rothlisberger, and Jonathan
Westover
Utah Valley University

Abstract

Although there is great reason to believe that extracurricular
organizations are of great benefit to college students across the
country, little research has been conducted that measures how well
students align with those organizations’ values and, in turn, if those
values affect the students’ level of satisfaction and overall engagement
within the organization. In our research, we analyzed a leadership
program at an intermountain regional teaching university to find how
the program’s mission statement influenced the student’s value
alignment, engagement, and overall satisfaction during their
participation in the program. We administered an online survey that
used questions adapted from the Short Schwartz Values Survey and the
Gallup Q12 surveys. From the results of our research, we concluded
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that students who are satisfied, reflected on the mission statement, had
opportunities to learn and grow, and aligned with the organization in
benevolence and power were more likely to have a higher level of
engagement.

Introduction

Each year college students across the United States enroll in ex-
tracurricular programs and societies. These organizations, designed to
maximize student engagement, have been found to increase the prob-
ability of students being accepted into graduate schools and internships
(Ferguson et al., 2002; Kuh et al., 2008). Scholars have found that
when members of an organization actively reflect on the organization’s
mission statement, the mission statement becomes more impactful on
the individuals in the organization. In any organization, value congru-
ence between an individual and an organization leads to several posi-
tive outcomes (Griepentrog et al., 2012; Hoffman & Woehr, 2006;
Kristof-Brown et al., 2005; Lauver & Kristof-Brown, 2001; Mowday et
al., 1979; O’Reilly et al., 1991; Swider et al., 2015; Tsai et al., 2012;
Yueran et al., 2016). For many college students, getting involved in
extracurricular activities contributes to their success in developing their
skills and gaining necessary experience for being competitive in the job
market or being admitted into graduate programs following graduation
(Ferguson et al., 2002; Kuh et al., 2008). Even though many students
across campus currently get involved in these extracurricular activities,
preliminary evidence suggests that many students’ current level of en-
gagement is not sufficient to drive the overall success of their extracur-
ricular programs or their individual benefits following graduation,
because their values have an incongruent alignment with the values of
the organization (Krause & Coates, 2008; Kuh et al., 2008; Schertzer &
Schertzer, 2004).

The authors of this paper analyzed student volunteer engagement
and person—organization fit in an extracurricular student leadership
program at an intermountain regional teaching university. We exam-
ined to what extent a student’s understanding and internalization of the
program mission statement influences his or her long-term engagement
in the program. We analyzed whether or not each student has values
congruence with the program by measuring how the student’s values
align with the organization’s values. Online surveys were administered
to students, with various questions exploring the relationship between
students’ engagement and their knowledge and internalization of the
program mission statement and the influence of that internalization on
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the depth and breadth of their overall engagement in the program. We
hypothesize that the students who better understand the purpose of the
program for themselves personally and for the organization as a whole
will be more engaged throughout their experience in the leadership
program. We also hypothesize that those students whose values are
congruent with the organization’s will be more engaged and satisfied
with their experience in the leadership program.

Mission Statements

Over the past decade, mission statements have become an increas-
ingly popular management tool, ranking among the top 10 management
tools according to the annual Bain and Company business executive
survey (Bain & Company, 2013). Along with the rise in popularity of
mission statements, there has been copious research evaluating their
effectiveness in organizational development and change management.
Many scholars have found them to be an effective strategic tool in im-
proving organizational performance and instilling values and purpose
in members of various organizations around the world (Macedo et al.,
2016; Patel et al., 2015).

Employee Engagement

In the past several years, employee engagement has been associ-
ated as a construct related to improving organizational performance
(Gruman & Saks, 2011; Kumar and Pansari, 2016). Employee engage-
ment has been defined as, “The individual’s involvement and satisfac-
tion with as well as enthusiasm for work” (Harter et al. 2002, 269).
Employee engagement has also been defined as “an individual em-
ployee’s cognitive, emotional, and behavioral state directed toward
desired organizational outcomes” (Shuck & Wollard 2010, 15). These
two definitions underscore employee engagement as a construct that
primarily measures employees’ attitudes and behaviors that are directed
toward achieving organizational objectives. Highly engaged employees
display attitudes and behaviors that directly correlate to improved or-
ganizational performance; some of these attitudes and behaviors are
adaptability, creativity, proactivity, and productivity (Gruman & Saks,
2011). Overall, having engaged employees can, “help your organization
achieve its mission, execute its strategy and generate important busi-
ness results” (Vance 2006, 28).
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Person—Organization Fit

A well-established topic of business research, person—
organization fit, continues to be an important consideration for organi-
zations (Arthur et al., 2006; Judge & Ferris, 1992; Kim et al., 2013;
Yueran et al., 2016). Effective, successful leaders care about person—
organization fit because they want to have the best people for their or-
ganization (Pfeffer, 1998; Schneider, 1987). Knowing how well a per-
son does or will fit with an organization can predict overall job
performance (Hoffman & Woehr, 2006; Tsai et al., 2012) and future
job choices for job applicants (Griepentrog et al., 2012; Swider et al.,
2015). Additionally, fit can help a company predict if an employee is
likely to leave their position (Kristof-Brown et al., 2015; Lauver &
Kristof-Brown, 2001; Mowday et al., 1979; O’Reilly et al., 1991;
Yueran et al., 2016) and tell how satisfied an employee is in their posi-
tion (Kristof-Brown et al., 2005; Lauver & Kristof-Brown, 2001, Mo-
stafa & Gould-Williams, 2014; O’Reilly et al., 1991;). This indicates a
level of commitment to the organization (Kristof-Brown et al., 2005;
O’Reilly et al., 1991; Tsai et al., 2012).

Other related topics to person—organization fit include person—
environment fit, person—job fit, and person—vocation fit (Kristof, 1996).
While these constructs hold unique measurement differences, they of-
ten produce similar results. For example, according to Lauver & Kris-
tof-Brown (2001), both person—job and person—organization fit impact
job satisfaction and intention to quit. However, they are different in that
high levels of person—organization fit provides that an individual can
have more mobility within an organization and still fit well, while per-
son—job fit does not have any relation to an individual’s fit once moved
to a new position in the same company (Kristof, 1996). Additionally,
with person—supervisor fit, an individual may have greater job satisfac-
tion with a job because of a supervisor, but have no more likelihood to
remain with the organization (Meglino et al., 1989).

Our Hypothesis

In essence, mission statements have been shown to be an effective
tool for aligning personal, individual values with organizational values.
These individual values can be measured in relation to the organization
with person—organization fit. Person—organization shows us the values
congruence between individuals and organizations. Values congruence
can be indicative of higher satisfaction. All of these elements will lead
to higher engagement from individuals within the organization. This is
our ultimate goal: to discover how these values congruence and satis-
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faction relate to and increase engagement within individuals in an or-
ganization.
Mission statements

-

Values

.

Person-organization fit

Values Congruence

Engagement

Figure 1: Putting it all together

Literature Review

Person—Organization Fit

There are two types of person—organization fit, as related to at-
traction and job choice among adults: complementary fit and supple-
mentary fit (DeClercq et al., 2008; Kristof, 1996; Piasentin &
Chapman, 2006). Supplementary fit looks at what desirable values an
individual and an organization have in common, so they supplement or
increase those values (Guan et al.; 2011; Kristof, 1996; Piasentin &
Chapman, 2006). By contrast, complementary fit refers to element(s)
one has that the other does not have but needs (Guan et al., 2011; Pi-
asentin & Chapman, 2006). Functionally, there are multiple ways of
assessing and measuring person—organization fit related to complemen-
tary and supplementary fit.

Occasionally, goal congruence is used to measure person—
organization fit (Piasentin & Chapman, 2006). Most commonly though,
values congruence is used to measure fit between an individual and an
organization (Meglino et al., 1989; Verquer et al., 2003; Vveinhardt et
al., 2016). These are two measures that are good for both the individual
and the organization to have in common.

Needs—supplies is a measure that is on the side of complementary
fit, which describes the elements that an individual has that an organi-
zation does not have and needs, and likewise the elements that an or-
ganization has that the individual lacks and needs (Kristof, 1996;
Piasentin & Chapman, 2006). Lastly, organizational personality is a
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consideration that is a marriage of both complementary and supplemen-
tary fit, where, ideally, “optimum P-O fit may be achieved when each
entity’s needs are fulfilled by the other and they share similar funda-
mental characteristics” (Kristof, 1996, p. 6).

Value Congruence

Value congruence between an individual and an organization
leads to many positive outcomes. Among the positive outcomes, “value
congruence significantly predicted satisfaction beyond personality and
work environment congruence” (Verquer et al., 2003, 485). In students,
Sortheix & Lonnqvist (2015) found that value congruence between the
individual and the organization had a positive relationship with life
satisfaction and positive affect and a negative relationship with nega-
tive affect. Using the Schwartz value survey, Sortheix & Lonnqvist
(2015) measured value congruence by comparing individual’s scores to
the average values scores of their population. Value congruence also
strengthens organizational commitment the longer an individual is with
an organization (Meglino et al., 1989). However, Natarajan & Nagar
(2012) found that simply working at one organization does not mean
that an individual will have value congruence with the organization
over time. O’Reilly et al. (1991) found that when comparing an indi-
vidual’s preferred culture to an organization’s culture, the closer they
are, the higher the individual’s job satisfaction would be a year later.
Additionally, the researchers found that when there was a larger differ-
ence between the individual’s preferences and the organization’s cul-
ture, this was indicative of turnover two years after the preferences
were measured. The difference between an individual’s perception of
the culture, or values, in the organization where they work and the in-
dividual’s ideal set of values and culture impacts task performance and
what Goodman & Svyantek (1999) call contextual performance. In
other words, the closer the culture of an organization is to an individ-
ual’s ideal culture, the more likely they are to perform extra tasks that
benefit the organization, not just the minimum required to perform their
duties.

Determine Fit

The growing body of academic research surrounding person—
organization fit and value congruence raises the question: How can you
determine which individuals have the same values as the company?
Cable & Judge (1997) found that interviewers are often accurate in
gauging the level of value congruence between an applicant and the
organization for which they are interviewing. Additionally, often sub-
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jective measures of value congruence by recruiters are more effective at
determining future job satisfaction and organizational commitment than
are objective value congruence measures (Verquer et al., 2013).
Griepentrog et al. (2011) also found value in measuring fit during the
recruitment period. These researchers claimed that the more individuals
identified with an organization, the more likely they were to continue to
pursue that organization three months later for employment.

Internalizing the mission statement to increase employee
engagement

It can be argued that one of the main purposes of a mission state-
ment is to inspire change in individuals and help the individuals adopt
the values of an organization as their own personal values (Bart et al.,
2001; Wang, 2011). Furthermore, individuals who desire to adopt their
organization’s values as their own should reflect on and internalize the
mission/mission statement of the organization (Marimon et al., 2015).
When individuals’ values are then aligned with the organization’s val-
ues, they are likely to have a greater commitment to the organization.
In turn, because of the increase individual commitment to the organiza-
tion, the organization is likely to have an increase in its overall organ-
izational performance outcomes (Macedo et al., 2016). In relation to
employee engagement, mission statements that have been reflected on
and internalized by the employee help increase organizational perform-
ance outcomes (Macedo et al., 2016; Marimon et al., 2015), and organ-
izational performance outcomes have been found to likely have a direct
relationship to employee engagement behaviors (Gruman & Saks,
2011; Kahn, 1990).

In essence, we suggest that mission statements can have an indi-
rect relationship with fostering engagement in individuals (Figure 2).

Increase in overall
organizational

performance
Reflection on and Increased outcomes
Mission internalization of commitment
Statements |:> the mission |:> toward
statement organization Increase in
individual
engagement

Figure 2: The role of mission statements in fostering engagement

Methodology Introduction

The purpose of this project is to find and execute a simple, reli-
able method of measuring person—organization fit and how it relates to
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individual engagement within an organization. As such, we studied
Schwartz’s value model and Schwartz’s value measurement instru-
ments and found research wherein researchers used them to measure
person—organization fit. In addition to Schwartz’s value model and
value measurement instruments, we studied Gallup’s Q12 engagement
survey and found it to be an effective instrument for measuring indi-
vidual engagement in an organization. Our intent is to show the rela-
tionships among mission statements, person—organization fit, and
engagement by analyzing the survey data and tracking the relationship
between these measurements. Data were collected from a specific stu-
dent extracurricular leadership group, with an 80% response rate for the
entire student group population.

Value and Fit Methodology

The Schwartz’s value model (Schwartz 1992) is a research-
validated model of values that was originally examined in 20 different
countries. This research was put forth to discover the relationships
among how individuals’ values are affected by their experience, how
their values affect their behavior and attitudes, and how culture and
location alters values. The results of the study were consistent across all
20 countries. Researchers later found the value model to be valid across
cultures and both the SVS (Schwartz’s Value Survey) and the PVQ
(Portrait Values Questionnaire) can reliably measure values within the
Schwartz’s value model framework (Schwartz et al. 2001). Later, Lin-
deman & Verkasalo (2005) measured the validity and reliability of the
SSVS (Short Schwartz’s Value Survey) compared with the SVS and
the PVQ. They determined that the SSVS has both good validity and
good reliability.

A simple instrument to administer, the SSVS has one question per
value rather than three to nine questions per value as in the SVS. The
SSVS, researchers found, resulted in scores that are strongly correlated
with the SVS and PVQ. The value scores found using the SSVS
showed demographic similarities as were found in SVS and PVQ, such
as women are more likely to identify with universalism and benevo-
lence, and right-wing party voting individuals were more likely to be
associated positively with power, security, and achievement (Lindeman
& Verkasalo, 2005, 177).

De Clercq et al. (2008) used Schwartz’s value model of 10 core
values to measure supplementary person—organization fit by analyzing
42 different value instruments to determine how the items contained in
those instruments fit within the Schwartz value model. Of the 42 value
instruments the researchers analyzed, which included 1,578 items,
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92.5% of the items could be classified under one of the 10 items in
Schwartz’s model. Experts judged each of the items to determine if
they would fit within one of the 10 values in Schwartz’s value model.
Two of the instruments measured had many of the noncategorized
items, and researchers found that the items included on these instru-
ments could be categorized into “materialism” and “goal-orientedness”
(p- 291). Thus, DeClerq et al. (2008) offered an adapted version of the
Schwartz’s value model that had 12 values rather than the original 10.
However, there has not been sufficient evidence that there are any
missing values from the original Schwartz’s value model (p. 296).
Overall, authors found that Schwartz’s value model is an adequate

Table 1: Adapted Short Schwartz Value Survey?

Please, rate the importance of the
following values as a life-guiding
principle for you. Use the 8-point
scale in which 0 indicates that the
value is opposed to your
principles, 1 indicates that the
values is not important for you, 4
indicates that the values is
important, and 8 indicates that the
value is of supreme importance for
you.

Please, rate your agreement with
the following values statements as
they apply to the leadership
program. Use the 8-point scale in
which 0 indicates that the value is
opposed to your principles, 1
indicates that the values is not at
all present in the program and 8
indicates that the value is
extremely present in the program
and emphasized to a great extent.

POWER POWER
ACHIEVEMENT ACHIEVEMENT
HEDONISM HEDONISM
STIMULATION STIMULATION
SELF-DIRECTION SELF-DIRECTION
UNIVERSALISM UNIVERSALISM
BENEVOLENCE BENEVOLENCE
TRADITION TRADITION
CONFORMITY CONFORMITY
SECURITY SECURITY

To what extent do you feel your personal values align with the values present
and emphasized in the leadership program?
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method for measuring supplementary person—organization fit. Table 1
shows the adapted SVSS, based upon the Schwartz value model, for the
purposes of measuring the differences in values between individuals
and the organization.

Q12 Methodology

A portion of our survey was adapted from the Gallup Q12 survey,
which focuses on measuring employee engagement by asking questions
focused on 12 main themes: overall satisfaction, expectations, materials
and equipment, opportunity to do what I do best, recognition for good
work, someone at work cares about me, encourages my development,
opinions count, mission/purpose, associates committed to quality, best
friend, progress and learn and grow (see Harter et al., 2016). Our sur-
vey items were based on the Gallup Q12 because of its high credibility:
“[Q12]’s reliability, convergent validity, and criterion-related validity
have been extensively studied. It is an instrument validated through
prior psychometric studies as well as practical considerations regarding
its usefulness for managers in creating change in the workplace”
(Harter et al., 2016, 10). Table 2 below shows how the 12 questions
from the Q12 survey were adapted to apply directly to the leadership
program participants, as to allow maximum understanding for partici-
pants during the survey completion.

Table 2: Adapted Q12 survey

1. I know what is expected of me
in the LEAD program.

7.1 feel that my opinion matters
to those who are leaders in the
LEAD program.

2. I have the necessary tools and
materials to fulfill the LEAD
program requirements.

8. The Mission/Purpose of the
LEAD program makes me feel
my participation is important.

3. In the LEAD program, I have
the opportunity to do what I do
best every day.

9. My fellow students are
committed to doing quality work.

4. In the last month I have
received recognition or praise for
doing good work.

10. I have a best friend in the
LEAD program.

5. My Team Lead/CAL
Coordinator cares about me as a

11. In the last 4 months, someone
has talked to me about my

encourages my development

person. progress.
6. There is at least 1 individual in [12. In the last year I have had
the LEAD program who opportunities to learn and grow.
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In addition to the adapted Q12 survey and the Short Schwartz
Value Survey, we included three global indicators for each of the main
study constructs: (1) engagement, (2) person—organization fit, and (3)
satisfaction:

e  Overall, how engaged do you feel in the leadership pro-
gram? (1=Strongly Agree, 5=Strongly Disagree)

e To what extent do you feel your personal values align
with the values present and emphasized in the leadership
program? (1=no alignment, S=perfect alignment)

e  Overall, how satisfied are you in your work with the lead-
ership program? (1=extremely satisfied, 7=extremely un-
satisfied)

Additionally, the following 4 questions measured on a 5-point
Likert scale were used to measure the level of student engagement in
the LEAD program.

e I can recite the leadership program mission statement ver-
batim, word for word.

e | have reflected on the leadership program mission state-
ment this year during my involvement in completing the
leadership program requirements.

e I get excited and look forward to attending/completing
leadership program events/activities.

e If I was offered a similar position in a different extra-
curricular organization with similar compensation (schol-
arships and/or benefits) I would choose to stay in the
leadership program.

Finally, in our survey we also included independent variables that
would help us measure various demographics of the extracurricular
program such as: (1) the division which the student is a part of within
the organization, (2) the student’s year in school, (3) the student’s gen-
der, (4) the current student status of each participant, (5) and the stu-
dent’s current work situation.

Results

Comparative Means of Main Study Variables'

Table 3 shows the main study variable means by the student

! All quantitative analysis was performed using STATA.
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Table 3: Study Variable Means, by CAL Division

Variable Trad. |Wolverine | Women |I Am | All
Ambass. |Helping First
Women

Engagement 1.88 |2.52 2.00 1.60 |2.29
Satisfaction 2.00 (3.11 2.00 2.00 |2.73
Values alignment 396 |3.57 4.00 4.40 (3.73
Reflect on CAL mission |2.85 |3.88 4.00 340 |3.59
Learn and grow 1.15 |1.94 1.33 1.00 |1.67
Benevolence difference  |0.54 |1.49 1.67 -0.60 |1.14
Power difference -0.96 [-091 -1.33 -0.20 {0.90
Would take similar pos. |1.85 [3.00 1.33 1.80 |2.59
Excited for CAL events |1.73  |2.95 1.67 1.20 |2.51
My participation is impor. [1.88  [2.92 2.67 1.20 |2.56

organization division. Of particular note is that those within the Wol-
verine Ambassador division experience significantly higher levels of
engagement and satisfaction that those in the other divisions. However,
they are also the most likely to leave the program and take a similar
position in a different student organization if presented with the oppor-
tunity. Additionally, Table 4 shows a breakdown of study variable
means by gender. Men in the program appear to be more engaged and

satisfied than the females.

Table 4: Study Variable Means, by Gender

Variable Male Female | All

Engagement 2.56 2.12 2.29
Satisfaction 3.15 2.45 2.73
Values alignment 3.56 3.83 3.73
Reflect on CAL mission 3.85 3.42 3.59
Learn and grow 1.77 1.60 1.67
Benevolence difference 1.46 0.93 1.14
Power difference -1.08 -0.78 0.90
Would take similar pos. 2.72 2.50 2.59
Excited for CAL events 2.69 2.38 2.51
My participation is important 2.77 2.42 2.56
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Regression Results

Table 5 shows regression results for all adapted Q12 items when
regressed on our global engagement variable. While the overall pre-
dictability of the model is fairly high (adjusted r-squared of 0.490),
only 3 of the Q12 items are statistically significant in the model (oppor-
tunities to grow, opinion matters, and motivated to go above and be-
yond). Thus, for this sample of students in extra/cocurricular student
leadership positions, the Q12 as a whole does not appear to be a good
fit in terms of understanding student engagement in the program. How-
ever, as seen in Table 6, removing insignificant variables from the Q12
regression analysis produces a better-fit model for engagement

Table 5: Q12 Engagement OLS Regression Results

Variable Value
In the last semester, I had opportunities to learn 0.306(0.098)""
& grow

In the last 4 months, someone has talked to me
about my progress

-0.098(0.091)

I have a best friend in the LEAD program.

0.040(0.056)

My fellow students are committed to doing
quality work.

-0.032(0.073)

I feel that my opinion matters to those who are
leaders in the LEAD program.

0.166(0.079)™

There is at least 1 individual in the LEAD
program who encourages my development.

-0.101(0.128)

My Team Lead/CAL Coordinator cares about me
as a persom.

0.088(0.090)

In the last month I have received recognition or
praise for doing good work.

-0.060(0.071)

In the LEAD program, I have the opportunity to
do what I do best every day.

0.085(0.089)

I have the necessary tools and resources to fulfill
the LEAD program requirements.

0.121(0.107)

I am motivated to go above and beyond what is
expected of me as a member of the LEAD

0.253(0.087)"™"

program.

I know what is expected of me in the LEAD 0.016(0.105)
program.

N 99

Adjusted R-square 0.490

F 8.84"

Coefficient values, fol£owed bZ'* standard error \;a*lljes in parentheses.
Level of significance: "p<.10; ~p<.05; " p<.01;"""p<.001.




180 Business

Table 6: Refined Q12 Engagement OLS Re

oression Results

Variable

Value

In the last semester, [ had the opportunities
to learn & grow.

0.237(0.079)

I feel that my opinion matters to those who
are leaders in the LEAD program.

0.189(0.060)

I am motivated to go above and beyond
what is expected of me as a member of the

ETE33

0.272(0.072)

LEAD program.

Gender -0.278(0.144)""
N 99

Adjusted R-square 0.516

F 27.137

Coefficient values, followed by standard error values
Level of significance: ‘p<.10; ~ p<.05;" p<.01;"""

in parentheses.

p<.001.

Table 7: Q12 Satisfaction OLS Regression Results

Variable

Value

In the last semester, I had opportunities to
learn & grow

0.214(0.141)

In the last 4 months, someone has talked to
me about my progress

0.051(0.132)

I have a best friend in the LEAD program.

0.083(0.081)

My fellow students are committed to doing
quality work.

0.099(0.105)

I feel that my opinion matters to those who
are leaders in the LEAD program.

0.226(0.114)"

There is at least 1 individual in the LEAD
program who encourages my development.

0.068(0.185)

My Team Lead/CAL Coordinator cares
about me as a person.

0.074(0.130)

In the last month I have received recognition
or praise for doing good work.

0.093(0.103)

In the LEAD program, I have the
opportunity to do what I do best every day.

0.214(0.129)"

I have the necessary tools and resources to
fulfill the LEAD program requirements.

0.039(0.154)

I am motivated to go above and beyond
what is expected of me as a member of the
LEAD program.

0.382(0.126)™

I know what is expected of me in the LEAD
program.

0.056(0.151)

Coefficient values, fol!ﬁowed b;/* standard error \;a*lljes in parentheses.
Level of significance: “p<.10; ~p<.05;""p<.01;"""p<.001.
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within this context. Additionally, in this refined model, gender plays a
significant role and overall predictability of the model improves by
nearly 3% (adjusted r-squared is 0.516).

Finally, Table 7 shows regression results for all adapted Q12
items when regressed on our global satisfaction variable. Of note is that
the overall predictability of the model is even higher than when using
the global engagement variable (adjusted r-squared of 0.601). Addi-
tionally, only 3 of the Q12 items are statistically significant in the
model (opinion matters, do what I do best, and motivated to go above
and beyond). Thus, for this sample of students in extra/cocurricular
student leadership positions, the Q12 as a whole does not appear to be a
good fit in terms of understanding student satisfaction in the program,
though it better predicts satisfaction than it does actual engagement.
However, as seen in Table 8, removing insignificant variables from the
Q12 regression analysis produces a better-fit model for satisfaction
within this context. Additionally, in this refined model, both opportuni-
ties for growth and gender play a significant role and overall predict-
ability of the model improves by more than 2% (adjusted r-squared is
0.622).

Table 8: Refined Q12 Satisfaction OLS Regression Results
Variable Value

In the last semester, I had the opportunities to 0.272(0.114)*
learn & grow.
I feel that my opinion matters to those who are 0.366(0.091)""
leaders in the LEAD program.
In the LEAD Program, I have the opportunity to | 0.221(0.122)"
do what I do best every day.
I am motivated to go above and beyond what is 0.389(0.117)~
expected of me as a member of the LEAD

program.
Gender -0.385(0.208)"
N 99

Adjusted R-square 0.622

E 3318

Coefficient values, foll*owed bzf* standard error V*a*h*les in parentheses.
Level of significance: “p<.10; “p<.05; " p<.01;"""p<.001.

Table 9 shows regression results for person—organization fit and
value congruence (taking the difference between perceived personal
values and organizational values using the adapted Short Schwartz
items) when regressed on our global engagement variable. While the
overall predictability of the model is fairly high (adjusted r-squared of
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Table 9: PO-Fit/Value Congruence OLS Regression Results
Variable Value

Power value alignment 0.053(0.031)
Achievement value alignment -0.020(0.039)
Hedonism value alignment -0.030(0.038)
Stimulation value alignment -0.047(0.037)
Self-direction value alignment -0.041(0.041)
Universalism value alignment -0.027(0.033)
Benevolence value alignment -0.153(0.036)
Tradition value alignment 0.043(0.039)
Conformity value alignment 0.033(0.031)
Security value alignment -0.033(0.035)

N 99

Adjusted R-square 0.429

F 835

Coefficient values, followed by standard error values in parentheses.
Aok ****p<'001.

Level of significance: "p<.10; "p<.05;"p<.01;
0.429), only 2 of the SVSS items difference scores are statistically sig-
nificant in the model (power value alignment and benevolence value
alignment). Thus, for this sample of students in extra/cocurricular stu-
dent leadership positions, using the SVSS items to measure person—
organization fit only has modest applicability in understanding student
engagement in the program. However, as seen in Table 10, removing
insignificant variables from the regression analysis produces a better-fit
model for engagement within this context. Additionally, in this refined
model, both stimulation value alignment and gender plays a significant
role.

Table 11 shows our combined model (adding elements from the
Q12, the SVSS, as well as other survey variables) to understand what
impacts student engagement. In this model, student overall satisfaction

Table 10: Refined PO-Fit/Value Congruence QLS Regression
Result

Variable

Power value alignment
Stimulation value aligrmment
Benevolence value alignment

Value
0.054(0.029)"
-0.101(0.031)™"
-0.164(0.031)™"

N 99
Adjusted R-square 0.414
F 24.11***

Coefficient values, followed by standard error values in parentheses.

Level of significance: p<.10; ~ p<.05;" p<.01;"""p<.001.



Extracurricular Engagement and Mission Fit 183

with the program, their reflection on the program mission, opportunities
to grow within the program, benevolence value alignment, and power
value alignment are the elements that significantly impact student en-
gagement.

Table 11: Combine Engagement Model OLS Regression Results

Variable Value
Student satisfaction 0.324(0.052)"
Reflect on CAL mission 0.160(0.054)

In the last semester, I had opportunities to learn | 0.165(0.074)"
& grow

Benevolence value alignment 0.067(0.030)"
Power value alignment 0.070(0.028)"
N 99

Adjusted R-square 0.612

F 31907

Coefficient values, foll*owed b;/* standard error \iﬁa*lgles in parentheses.
Level of significance: “p<.10; ~p<.05;""p<.01;"""p<.001.

Finally, although separate from the main research question posed
in this paper, we also asked students how likely they would be to take
another position and leave this program. As retention is a very salient
issue for all organizations, we decided to look at the factors impacting
student retention. Table 12 shows regression results student retention.
In this model, student satisfaction, excitement for program events and
activities, a feeling of importance in participation, and power value
alignment all were significant and collectively explain 54% of the vari-
ability in students’ stated likelihood to leave the program.

Table 12: Student Retention Model OLS Regression Results
Variable Value

Student satisfaction 0.161(0.083)"

I get excited and look forward to attend- 0.324(0.098)"
ing/completing CAL events/activities.
The Mission/Purpose of the LEAD program | 0.292(0.098)
makes me feel my participation is importan.

Power value alignment -0.067(0.040)°
N 99

Adjusted R-square 0.541

F 29.857

Coefficient values, fol!ﬁowed b;/* standard error \;a*lljes in parentheses.
Level of significance: “p<.10; “p<.05;""p<.01;"""p<.001.
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Conclusions and Implications

Implications of the Literature

Ultimately, despite the extensive literature (academic and profes-
sional) utilizing the Q12 instrument, as a whole, the Q12 is an only
marginally good fit for measuring satisfaction and engagement in this
extracurricular student leadership organization. However, removing all
but the significant variables increases the adjusted R-square and shows
a stronger fit for measuring both satisfaction and engagement. Simi-
larly, the SSVS, as a whole, is only a marginally good fit for measuring
individual's’ perception of person—organization fit and for helping to
understand engagement in this extracurricular student leadership or-
ganization. Like the Q12, removing variables that are not significant
results in a larger adjusted R-square and a stronger predictor of fit.

When combining select elements of both the Q12 and the SSVS, a
more robust model can be created for measuring engagement in this
extracurricular student leadership organization. A few other alterations
can also be used to find a more indicative model of retention in the or-
ganization.

Implications Specific to the Leadership Program

Because of the lack of students who know the mission statement
and/or have reflected on it in the past year, we highly recommend that
training is conducted to emphasize what the mission of the leadership
program is and how it relates to the student’s overall performance.
With a greater emphasis on organizational values, students will be more
able to identify with the mission of the organization personally, which
will lead to greater organizational outcomes and performance within
the leadership program. Additional recommendations based on findings
include:

Students vary on their views of having the opportunity to do
what they do best every day in the leadership program.
These data lead us to consider that the leadership program
could clarify its objectives and illustrate how each mem-
ber’s strengths will help to obtain those objectives.

There are varying levels of trust regarding giving feedback to
leadership program administrators. We suggest imple-
menting strategies to solicit more regular feedback from
the students.

While about one-fifth of respondents were extremely satisfied
with their work with the leadership program, nearly one-
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half are moderately satisfied (44%). The last 36% are less
than moderately satisfied or dissatisfied with their work in
the leadership program. This should be reviewed by ad-
ministrators of the program.

Nearly 90% strongly or somewhat agree that someone has
checked on their progress in the last four months. This is
good, and a source of strength in the leadership program.

Two-thirds of respondents rated the similarity between their
own values and that of the leadership program as either a
4 or 5 out of five on a 1 (no alignment) to 5 (perfect
alignment) Likert scale.

Discussion

While our results do not completely support the original hypothe-
sis, the results do show that those who reflected on the mission state-
ment were more likely to have higher values congruence with the
organization in select values. With a population size of 124 and a re-
sponse rate of 79.8%, there were 99 participants that completed the
survey. Despite a small sample size, we discovered several statistically
significant relationships. Individually, whether individuals have re-
flected on the mission statement has a statistically significant relation-
ship with both satisfaction and engagement.

One of the reasons this leadership organization was selected was
that it has a mission statement that clearly explained its values. The fact
that few members of the organization reported having reflected on the
mission statement was surprising. Even with a small population size,
whether or not a student or member has reflected on the mission state-
ment has a statistically significant impact on values congruence, satis-
faction, and engagement in the organization.

Limitations and Future Research

One of the largest limitations to this research is that our sample
size was relatively small and from only one organization on campus.
To have a more broad generalization of the overall satisfaction and
engagement levels of students in extracurricular programs, we suggest
that future research include several different campus organizations at
various universities. Increased sample size will also help in ascertaining
the reliability and validity of the study variables and relations in our
analysis.

Additionally, the data that were collected only reflect a snapshot
of the overall engagement and satisfaction of the students. We suggest
that future research include a longitudinal design from the same organi-
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zations to provide a clearer representation of the overall engagement
and satisfaction of students in extracurricular organizations, over time.

Finally, because of the small population size, future scholars
should consider sampling multiple student organizations to have more
generalizable results regarding student extracurricular involvement and
how it is influenced by the organization’s mission statement.
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Appendix

Survey Instrument
Which division in the leadership program are you a part of?

Traditional

Wolverine Ambassador

Women Helping Women

I am First

Army ROTC

CELP (cultural envoy leadership program)

Rate the following from on scale from 1-5: 1=Strongly Agree,
2=Agree, 3=Neutral, 4=Disagree, 5=Strongly Disagree

I can recite the leadership program mission statement verbatim,
word for word.
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I have reflected on the leadership program mission statement this
year during my involvement in completing the leadership pro-
gram requirements.

The leadership program Mission Statement inspires me

Completing the leadership program events and activities are a pri-
ority to me.

I get excited and look forward to attending/completing leadership
program events/activities.

If I was offered a similar position in a different extra-curricular or-
ganization with similar compensation (scholarships and/or
benefits) I would choose to stay in the leadership program.

I am motivated to go above and beyond of what is expected of me
as a member of the leadership program.

I know what is expected of me in the leadership program.

I have the necessary tools and materials to fulfill the leadership
program requirements.

In the leadership program, I have the opportunity to do what I do
best every day.

In the last month I have received recognition or praise for doing
good work.

My Team Lead/Leadership Program Coordinator cares about me as
a person.

There is at least 1 individual in the leadership program who en-
courages my development

During program events | feel that my opinion matters.

The Mission/Purpose of the leadership program makes me feel my
participation is important.

My fellow students are committed to doing quality work.

I have a best friend in the leadership program.

In the last 4 months, someone has talked to me about my progress.

In the last year I have had opportunities to learn and grow.

These survey questions were formulated and tailored to the needs
of the leadership program from an employee engagement survey dis-
tributed by Gallup Poll.

Overall, how engaged do you feel in the leadership program? 1-5,
1=Strongly Agree, 2=Agree, 3=Neutral, 4=Disagree, 5=Strongly Dis-
agree

Personal Values

Please, rate the importance of the following values as a life-
guiding principle for you. Use the 8-point scale in which 0 indicates
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that the value is opposed to your principles, 1 indicates that the values
is not important for you, 4 indicates that the values is important, and 8
indicates that the value is of supreme importance for you.

POWER (social power, authority, wealth)

e ACHIEVEMENT (success, capability, ambition, influence on
people and events)

e HEDONISM (gratification of desires, enjoyment in life, self-
indulgence)

e STIMULATION (daring, a varied and challenging life, an ex-
citing life)

e SELF-DIRECTION (creativity, freedom, curiosity, independ-
ence, choosing one's own goals)

e UNIVERSALISM (broad-mindedness, beauty of nature and
arts, social justice, a world at peace, equality, wisdom, unity
with nature, environmental protection)

e BENEVOLENCE (helpfulness, honesty, forgiveness, loyalty,
responsibility)

e TRADITION (respect for tradition, humbleness, accepting
one's portion in life, devotion, modesty)

e CONFORMITY (obedience, honoring parents and elders, self-
discipline, politeness)

e SECURITY (national security, family security, social order,
cleanliness, reciprocation of favors)

Leadership Program Values

Please, rate your agreement with the following values statements
as they apply to the leadership program. Use the 8-point scale in which
0 indicates that the value is opposed to your principles, 1 indicates that
the values is not at all present in the program and 8 indicates that the
value is extremely present in the program and emphasized to a great
extent.

POWER (social power, authority, wealth) is an important value in
the leadership program.

ACHIEVEMENT (success, capability, ambition, influence on peo-
ple and events) is an important value in the leadership pro-
gram.

HEDONISM (gratification of desires, enjoyment in life, self-
indulgence) is an important value in the leadership program.

STIMULATION (daring, a varied and challenging life, an exciting
life) is an important value in the leadership program.
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SELF-DIRECTION (creativity, freedom, curiosity, independence,
choosing one's own goals) is an important value in the leader-
ship program.

UNIVERSALISM (broad-mindedness, beauty of nature and arts,
social justice, a world at peace, equality, wisdom, unity with
nature, environmental protection) is an important value in the
leadership program.

BENEVOLENCE (helpfulness, honesty, forgiveness, loyalty, re-
sponsibility) is an important value in the leadership program.

TRADITION (respect for tradition, humbleness, accepting one's
portion in life, devotion, modesty) is an important value in the
leadership program.

CONFORMITY (obedience, honoring parents and elders, self-
discipline, politeness) is an important value in the leadership
program.

SECURITY (national security, family security, social order,
cleanliness, reciprocation of favors) is an important value in
the leadership program.

To what extent do you feel your personal values align with the
values present and emphasized in the leadership program? (1-5 Likert
Scale; 1=no alignment, 5=perfect alignment)

Overall, how satisfied are you in your work with the leadership
program? (1-7 Likert scale; 1=extremely satisfied, 7=extremely unsat-
isfied)
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Abstract

Prior-learning assessment (PLA) describes an assessment process in
which students can earn college credit for college-level learning
acquired outside a formal college curriculum. With PLA, students can
progress more quickly towards degree completion, often at lower cost.
PLA can be combined with a competency-based education curriculum
to develop a “hybrid” approach that provides alternative pathways to
degree completion for a significant population of nontraditional and
transfer students with prior learning experience. To overcome concerns
of academic rigor and quality associated with PLA, a uniform
assessment process that measures student learning outcomes against
predetermined competencies is critical. Direct assessment by faculty of
submitted artifacts that demonstrate mastery of associated
competencies through prior learning experiences is an essential
component of PLA. A process to validate prior learning through direct
assessment within a competency-based model is described in this
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paper. To validate the PLA process for a competency-based approach,
a pilot study utilizing 24 students who participated in a prior-learning
process was reviewed. Pilot results indicated that, overall, assessment
rubrics were sufficiently rigorous to assess program competencies
associated with individual artifacts; however, some rubrics were not
sufficiently rigorous to assess program competencies and program
learning goals. This paper provides recommendations to improve the
direct assessment process for prior learning.

Introduction

Higher education is facing several unique challenges: a changing
student demographic in which students increasingly attend part-time,
are employed, and require increased flexibility in meeting their educa-
tional objectives; a more expensive and unaffordable cost for large
segments of potential students requiring new skills and knowledge to
remain competitive and employable; and the need to allow transfer and
adult degree-completion students to demonstrate college-level knowl-
edge, skills, and competencies gained outside the classroom to acceler-
ate their degree completion.

The current higher education model of classroom teaching in
which grades are issued and credits earned needs to be reconsidered
considering the challenges facing higher education today. The credit
hour has become the de facto standard unit for measuring academic
work and graduation completion in higher education. Under the current
model, the credit hour links the awarding of academic credit to hours of
contact between professors and students. The credit-hour standard,
however, does not directly measure student learning. A recent study of
the credit hour concludes that credit hours were never intended to
measure learning, but because they are easy to measure and understand,
they have become the basic building blocks in higher education for
scheduling classes, determining faculty load, awarding financial aid,
and meeting graduation requirements (Laitinen, 2012).

Over the last few decades, institutions of higher education have
been increasingly concerned with finding ways to improve college af-
fordability, accelerate degree completion, and more accurately measure
student learning. Competency-based learning has been one response to
these concerns. The distinguishing characteristic of competency-based
education (CBE) is that it measures learning rather than “seat time.”
Students’ progress is measured by demonstrating a competency, that is,
“mastery” of the knowledge and skills required for meeting specific
learning outcomes and program learning goals (PLGs). This can be



Validating Prior-Learning Assessment 197

accomplished by decoupling “seat” time, tied to a credit-hours model,
to demonstrating learning outcomes based on “mastery” of competen-
cies.

A prior-learning process in institutions of higher education is an-
other response to these concerns. It provides a way for diverse student
populations to earn credits through previously completed coursework,
examination, work, and military experience. By awarding credits for
prior learning experiences, students can accelerate their degree comple-
tion and reduce overall tuition cost. Although many institutions of
higher education have adopted different approaches to prior-learning
assessment (PLA), students are able to progress more quickly towards
degree completion at lower cost (Ryu, 2013).

This paper integrates two approaches, PLA and competency-
based learning, to the challenges facing higher education. Specifically,
it describes a process to validate prior learning through direct assess-
ment within a competency-based model. Because of the large number
of nontraditional students in higher education and the propensity of
these students to bring learning experiences from various sources,
many colleges and universities are beginning to offer alternative ap-
proaches to validating and credentialing college-level knowledge. Re-
search results are promising, showing that adult students who earn
credit for prior learning may in fact have better academic outcomes
compared with their peers who do not earn such credit (Klein-Collins,
2010).

Assurance of Learning

Quality assurance in higher education has both theoretical and ap-
plied foundations based on total quality management and continuous
improvement. The strategic implementation of the mission and vision
of the institution and academic unit depends on measurable assurance
of learning (AOL) outcomes. For business schools and programs, AOL,
is a critical component in the accreditation process. To this end, busi-
ness schools and programs must develop a set of PLGs; demonstrate a
systematic AOL process that addresses PLGs and outcomes; and pro-
vide continuous improvement processes to improve program curricu-
lum.

For example, in its revised standards, the Association to Advance
Collegiate Business Schools of Business (AACSB, 2015) requires that
Schools of Business utilize well-documented, systematic processes for
determining and revising degree PLGs; designing, delivering, and im-
proving degree program curricula to achieve learning goals; and dem-
onstrating that degree PLGs have been met. AOL refers to processes
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for demonstrating that students achieve learning expectations for the
programs in which they participate and that schools demonstrate ac-
countability to key stakeholders of the business unit. An effective AOL
program should be able to (1) establish clear, measurable learning out-
comes; (2) ensure that students have sufficient opportunities to achieve
those outcomes; (3) systematically gather, analyze, and interpret evi-
dence to determine how well student learning matches expectations;
and (4) utilize assessment results to understand and improve student
learning. It is up to schools to translate these general areas [curriculum
content] into expected competencies consistent with the degree PLGs
and students served. The areas that a curriculum should cover are not
intended to be exhaustive but are purposely general in nature.

Evidence to support student learning and assessment in a compe-
tency-based model can take many forms, including the following defi-
nitions (Blackboard and American Council on Education, 2014):

Authentic Assessment: the assessment of competencies in a manner
that as closely as possible approximates the way in which that
competency will be demonstrated in the individual’s profes-
sional and/or civic life.

Direct Assessment: the use of academic assessment methodologies
for evidence-based evaluation of student competencies, rather
than evaluation based on indirect measures such as the stu-
dent’s seat time in the classroom.

Formative Assessment: diagnostic in nature and refers to the use of
assessment results by instructors or coaches to improve stu-
dent performance

High-Stakes Assessment: the use of commercially produced, na-
tionally normed tests to assess a student’s competencies (e.g.,
ETS Major Field Test)

Indirect Assessment: the use of surveys, focus groups, or other
formal methods to evaluate perceptions among a target group
(e.g., students, graduates, alumni, employers)

Longitudinal Assessment: the assessment of the same variable or
measure over long periods of time.

Mastery: the mechanism by which a student progresses through the
education process to the desired end state

Personalized Learning: educational delivery in which individual-
ized and differentiated practices are emphasized. Personalized
learning offers students choices in their learning activities,
ways of engaging with their peers and mentors, and other op-
tions that emphasize the importance of the “person” in educa-
tional contexts.

PLA: the evaluation and assessment of an individual’s life learning
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for college credit, certification, or advanced standing toward
further education or training. PLA is often applied to military
and work experience, as well as community service, informal
online learning, and other learning acquired outside traditional
academic institutions. PLA often uses evaluation of compe-
tency “mastery” to translate these learning experiences into
college credits.

Project-Based Assessments: assignments that involve students in
real-world experiences (or simulations of) in settings such as
companies, not-for-profits, and community-based organiza-
tions. As such, the assessment of project-based assignments
typically addresses competencies such as analytic thinking,
quantitative reasoning, and teamwork skills, as well as disci-
plinary content.

Rubrics: assessment matrices with criteria for evaluating a compe-
tency and levels of demonstrated performance. Rubrics are
applied to student work with the results used to determine lev-
els of achievement.

Summative Assessment: judgmental in nature and refers to the use
of assessment results by instructors or coaches to determine
whether and how well a student achieved a learning objective
or competency. In the context of program assessment, assess-
ment results are used to determine the extent to which the pro-
gram goals were achieved.

Competency-Based Education

There has been much discussion in the literature regarding compe-
tency-based learning models (Klein-Collins, 2013). Much of the dis-
cussion has centered on the need to change higher educational models
to address critical issues associated with degree acceleration, academic
quality, and academic rigor. A universal definition of CBE does not
exist, and there is a variety of pedagogical approaches under the broad
umbrella of the competency-based learning approach.

According to Blackboard and the American Council on Education
(2014), there is no “one specific thing” called CBE. Klein-Collins
(2013) notes that education models for CBE differ in important ways,
however, several concepts and assumptions are common and collec-
tively define CBE’s approach and purpose. These include the following
common characteristics of a CBE:

e Competencies. An educated person is someone who does not
just “know” but can also “do.”
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e Quality. Defining the competencies required for graduation
helps ensure the quality of graduation.

e Assessment. Competency-based assessment validates learning.

e Learning. Programs should focus on learning rather than on
time spent in learning activities.

There is no single “right way” to do CBE, but there are two dif-
ferent ways to approach it, as defined by the Council of Regional Ac-
crediting Commissions:

In a course/credit-based approach. The demonstration of compe-
tencies is embedded into a conventional curriculum compris-
ing courses to be completed to earn credits toward a degree or
credential. Students may accelerate their learning and receive
credit for the course when they have demonstrated mastery of
the competencies by passing a summative assessment.

Direct assessment. The direct assessment approach disregards con-
ventional courses and bases both the evaluation of student
achievement and the award of a degree or credential solely on
the demonstration of competencies. Direct assessment pro-
grams allow students to proceed at their own pace rather than
progress through courses offered in a traditional academic
term.

AOL Challenges to Competency-Based Delivery Models

Although the goal of an effective AOL process should be inclu-
sive to a variety of education paradigms and delivery models, the truth
is that this is not always the case. The development of CBE programs
and frameworks by a variety of institutions, public, private and for-
profit have been promulgated, but many challenges continue to exist
regarding the long-term viability of a CBE model. These include, but
are not limited to the following (Ford, 2014):

The complexity associated with aligning not just teaching and
learning, but also assessments and accountability reporting to
multiple outcome-oriented competency frameworks and
evolving standards, while simultaneously remaining faithful to
the unique institutional mission and purpose.

The development of adaptable institutional infrastructures and op-
erations, increasingly collaborative cultures and permeable
boundaries that effectively welcome and encourage criti-
cal/appreciate inquiry, teamwork, transparency, internal and
external stakeholder involvement, and transformation im-
provement.



Validating Prior-Learning Assessment 201

Lack of agreement in the higher education sector on a single ap-
proach to the design or implementation of CBE programs.
Concerns by faculty about displacement or change in roles and

status.

Institutions seeking national accreditation for their business pro-
grams also face unique challenges that impact CBE models within
business schools. Accreditation requirements tend to focus on faculty
qualifications and engagement, curriculum content, faculty resources,
and admission standards. Although AACSB does not advocate a spe-
cific approach to meeting its standards and does not specifically rec-
ommend standardization, interpreting and complying with the standards
may easily be a movement towards just that. Strong risk aversion to-
wards not gaining accreditation leads to conservative and documenta-
tional interpretation of the standards and discourages and subordinates
program innovation in the accreditation process. On this point, both
critics of a competency-based learning approach and accreditation bod-
ies will require a comprehensive assessment model that measures learn-
ing outcomes to overcome concerns of academic quality and rigor
compared to more traditional educational delivery models (Kilpatrick et
al., 2008).

Prior-Learning Assessment

PLA describes a process in which an educational institution can
award college credit to a student based on prior educational, working,
military or life experiences in which the student can demonstrate com-
petency mastery of the topic or subject. The focus on learning rather
than time spent in a classroom has created renewed interest in prior
learning for college credit, including portfolio assessment, promulgated
by the Council for Adult and Experiential Learning. Portfolio assess-
ment of prior learning has the potential to significantly reduce the cost
of education and accelerate degree completion for qualified learners
that can document and demonstrate mastery of competencies. Students
prepare a portfolio of their experiential learning, which is then assessed
by faculty with appropriate subject matter expertise to determine
whether a credit is awarded for “mastery” of an associated competency.

According to Klein-Collins (2013), competency-based programs
share a common philosophy with PLA: that what individuals know is
more important than where or how they acquired that knowledge. In
addition, competency-based programs are a natural fit with many
methods of PLA because they assess the outcomes of student learning
in a rigorous way. Both CBE and PLA utilize a “direct” assessment
approach.
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Emerging competency-based degree programs are a result of
changing student demographics; improved technology; online and
adaptive learning experiences; open educational resources; learning
management systems; and access to online coaching and advising. Built
on underlying concepts of focusing on what students know and can do
rather than accumulating credits and seat time experiences has created
an interest in a competency-based approach as part of mainstream
higher education. CBE has become a major topic of discussion in
higher education as it becomes increasingly relevant as institutions
search for ways to improve college affordability, accelerate degree
completion, and more accurately measure student learning.

PLA supports the following value propositions for a competency-
based approach to PLA, including:

Academic Quality. Credits for prior learning are evaluated by
qualified faculty and assessed utilizing existing AOL methods
that integrate competency-based mapping to PLGs and utiliza-
tion of portfolios that demonstrate evidence of “mastery” of
competencies.

Academic Rigor. Credits for prior learning will be evaluated for
mastery of associated competencies based on established ru-
brics that assess the level of competency for program learning
outcomes.

Academic Acceleration. Students can earn credits for prior learn-
ing experiences that can be applied to their degree completion
at the undergraduate level. This will allow transfer and adult
degree-completion students to demonstrate college-level
knowledge, skills, and competencies gained outside the class-
room and accelerate their degree completion.

A Prior-Learning Model Based on a Competency-Based
Format

PLA and CBE should not be viewed as separate strategies or ap-
proaches to degree completion. Their relationship is close but needs to
be understood in terms of their philosophical underpinnings, their
shared approach to assessing learning outcomes, and their operational
compatibility at the institutional level. Tate and Klein-Collins (2015)
identified three areas of common intersection for PLA and CBE:

PLA and CBE, in all their various forms, share a common underly-
ing philosophy that higher education needs to value and re-
ward what a student knows and can do. With PLA, students
earn college credit for what they have learned outside of the
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institution. With CBE, students have the option to draw on
their prior learning to demonstrate the competencies in the
program through required assessments.

Both PLA and CBE best practice dictates that the assessment of
learning uses a more uniform process and that the assessment
processes used are criterion referenced, meaning that they
measure student learning against predetermined criteria [ru-
brics] and not by a subjective process.

CBE programs can offer PLA as an integrated part of the program.
PLA can be an important gateway to a CBE program, with
several PLA methods offered to students so that they can
demonstrate required competencies based on their prior expe-
riential learning. This is typically called the “hybrid” approach
to CBE, in which there is flexibility for students to earn credit.
Students can bring transfer credit; credit from College-Level
Examination Program exams; credit or competencies from
portfolio assessment; and credit awarded for non-college train-
ing and credentials that “count” towards a competency-based
degree.

A hybrid approach utilizes online adaptive learning competency
modules, applied projects, open educational resources, or a combina-
tion of options and traditionally-delivered coursework. Hybrid options
differ from the direct assessment form of CBE, which is currently of-
fered by only a handful of institutions and tends to employ highly struc-
tured learning and assessment environments that do not allow for the
flexibility of a hybrid approach.

An example of a hybrid approach to PLA, in a competency-based
model, is utilized by one institution in their project-based Bachelor of
Business Administration (BBA) program. The demonstration of com-
petency-based learning is built on a foundation of interrelationships that
begin with the identification of college-wide learning goals (CWLGs)
and PLGs that support the strategic mission and vision of the institution
and end with direct assessment of prior learning artifacts by a faculty
coach to determine if “mastery” of the associated competency was
achieved. Figure 1 illustrates a competency-based approach to PLA In
this prior learning model, the following definitions are utilized:

CWLGs: Observable and measurable statements about what the
institution delivers and expects to see in each of its graduates.

PLGs: Observable and measurable statements about what a spe-
cific program delivers and expects see in each of its graduates.
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Figure 1: A prior learning model based on a competency-based format

Competencies: Predefined descriptions of applications or
skills that the student learner must be able to do to demon-
strate mastery.

PLA artifacts: Examples of prior learning activities, submitted as
part of a portfolio that demonstrate mastery of an associated
competency for credit towards a degree.

Learning outcomes: Measurable demonstration of learning of a
competency, utilizing an established rubric, and assessed as
part of a PLA portfolio submission for specific competencies.

Direct assessment: Assessment of a PLA artifact by a faculty
coach to determine mastery of a competency utilizing an es-
tablished rubric.

Prior-Learning Pilot Results for a Project-Based Cur-
riculum

This paper summarizes the experience of an institution that cur-
rently has a PLA program approved by the Northwest Council of Col-
leges and Universities. Under the current model, students can receive
up to 45 semester credits of approved prior learning, within established
limits and guidelines, regarding transfer credits. For several years, the
PLA program was discontinued and placed on academic hiatus because
of faculty concerns about academic rigor and consistency of assess-
ment.

In 2014, the institution completed a comprehensive strategic plan
and identified as one of its strategic initiatives that the College provide
programs, opportunities, and pathways for degree completion that meet
the needs of a broader range of learners, as evidenced by:

Serving a more diverse student body;
Hosting dedicated alternative pathways featuring cohort and mar-
ket driven programs with fiscal viability;
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Creating opportunities for students to demonstrate college-level
knowledge, skills, and competencies gained outside the class-
room;

Awarding credit through PLA models, providing opportunities for
students to engage in innovative contract majors to better tai-
lor their education to their unique needs and goals; and

Cultivating meaningful participation by students in gap-year and
bridge sequence programs.

As a result, the project-based BBA program received administra-
tive approval to develop a prior-learning model starting fall semester
2014. Based on the pilot results, continuation of the PLA program
would be evaluated, and if successful, the PLA process could be ex-
panded to other undergraduate programs in the future.

The Project-Based Competency Education Model

This paper describes how on one institution utilizes a project-
based approach to CBE. Their project-based curriculum is based on
three value propositions whose intersection results in enhanced student
learning. The project-based learning model is built on a framework of
identifying competencies that support program learning outcomes; pro-
ject assignments that demonstrate mastery of competencies; and faculty
coaching to facilitate student performance in achieving mastery of
competencies. As illustrated in Figure 2, when the value-propositions
are aligned and focused, student learning is enhanced.

Competencics Real-World
Applicalions

Fnpaped
Faculty
Coaching

Figure 2: A project-based competency model

The project-based curriculum is structured around students dem-
onstrating mastery of 60 competencies, allocated to five project se-
quences, consisting of six projects per sequence for a total of 12 credit
hours per sequence. A sequence is designed to be completed by a stu-
dent learner in approximately one semester, and each project assign-
ment is equal to two credits of college credit towards their degree
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completion for a BBA degree. A competency is worth one semester
credit hour. Students matriculated in the BBA programs are required to
have completed the equivalent of an Associate’s of Arts or Science
degree, in which they receive a total of 64 hours of credit. The total
hours required for the BBA degree is 124 credit hours.

The reintroduction of prior learning to the project-based curricu-
lum was based on meeting key strategic outcomes of the college-wide
strategic plan to support alternative pathways for degree completion,
acceleration of degree completion, and lowering the overall cost of
tuition.

The PLA Process

In coordination with key institutional stakeholders, the following
PLA process was developed and outlined as follows:

e A student applies for PLA to Graduate and Adult Program
Services (GAPS), which provides staff support for compe-
tency-based programs. As part of the application, student can-
didates for PLA will have completed a self evaluation of their
prior learning experiences relative to the BBA program com-
petencies.

e The staff of the GAPS office will review the PLA portfolio
application and determine if the student has sufficient prior
learning experiences based on the application outlining prior
academic, work, military, and life experience. If the PLA ap-
plication is approved, the student is notified and given instruc-
tions regarding the requirements for submitting a PLA e-
portfolio. Also, an approved PLA portfolio application will
require a fee for further evaluation and review. If the applica-
tion is not approved, the student will receive a letter from the
GAPS office denying further PLA review based on insuffi-
cient qualifying prior learning experiences.

e For approved PLA portfolio applications, the GAPS office
will send students documentation outlining the requirements
and necessary artifacts to support a PLA portfolio submission.
Students will be provided a list of approved competencies and
rubrics used to evaluate “mastery” by project coaches. Stu-
dents will be given examples of what constitutes an acceptable
artifact for PLA consideration. Students will have one full se-
mester to complete a PLA portfolio submission.

e Students will complete the requirements for the PLA portfolio
and submit an electronic version within the learning manage-
ment system (e.g., Canvas). Once the PLA portfolio is submit-
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ted, the GAPS office will acknowledge receipt of the portfolio
and assign a committee of three full-time faculty members to
review the portfolio submission. Faculty composition of the
PLA review committee will consist of two faculty from the
home school (e.g., Business) and one faculty member repre-
senting a school outside of the program (e.g., Arts & Sci-
ences). Each faculty member will have one week to review the
PLA portfolio submission and make recommendations with
respect to prior-learning credits awarded for each competency
addressed in the portfolio. Each faculty member will receive a
stipend upon completion of a comprehensive review of the
PLA portfolio.

e Upon review of the PLA portfolio, GAPS will summarize the
competencies approved by the faculty members. If two of the
three faculty members approve a competency, the student will
receive prior-learning credit for the competency. A summary
of competencies approved and denied will be provided to the
student learner.

e If the student feels that a competency was inappropriately de-
nied based on the evidence provided, they can appeal to the
GAPS office, with supporting materials, and have an opportu-
nity to resubmit the portfolio for one additional review. If after
a second review, a competency is still not approved, the PLA
decision is final.

e Once a PLA portfolio is finally reviewed, a summary report is
sent to the College Registrar by the GAPS office so that prior-
learning credits can be posted to the student transcript. Each of
the competencies will be mapped to a project in the under-
graduate project-based programs.

PLA Pilot Results

A total of 24 students were selected to participate in the pilot for
the 2014-15 academic year based on the PLA process previously de-
scribed. Each student was required to complete a portfolio that included
artifacts that demonstrated mastery of specific competencies. A sum-
mary of PLA results is summarized in Table 1.

Rubrics to evaluate learning outcomes for competencies were de-
veloped by the competency-based faculty. To provide for uniformity
across all competencies, PLA evaluation rubrics were standardized to
include five key learning outcomes from established project rubrics for
project assignments. Both competencies and learning outcomes were
developed utilizing Bloom’s taxonomy for cognitive processes
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Table 1: Prior-learning credit awarded 2014-15
Fall Spring |2014-15
2014|2015 Total
Students who requested prior-learning |9 15 24
credit
Students who received prior-learning |7 13 20
credit
Total number of credits applied for 191 138 329
Total number of credits awarded 90 130 220
Percentage credits awarded 47.6% [94.2% [66.9%
Mean number of credits awarded 12.9 10.0 11.0
Highest number of credits awarded 26 30 30
Lowest number of credits awarded 0 0 0

(Anderson, 2001). Each competency and learning outcome was based
on a specific level of cognitive process. Bloom’s taxonomy identifies
six levels of cognitive process that build on each other: remembering,
understanding, applying, analyzing, evaluating, and creating. One of
the goals of creating competencies and learning outcomes was to span
the full range of cognitive processes based on an iterative and gradated
process. In other words, as student learners progress through the pro-
ject-based curriculum, competencies and associated learning outcomes
would be assessed at higher levels of demonstrated learning.

Each competency is associated with a specific project sequence
and PLG. Competencies for the BBA program were equally distributed
to the 5 project sequences, with each sequence assigned a total of 12
competencies. A total of 7 PLGs are associated with the BBA program
and assigned across the spectrum of project sequences and assignments.
Table 2 summarizes PLA credits awarded for each project sequence
during 2014-15.

One of the goals of the project-based curriculum is that students
need to demonstrate mastery of each competency at the highest level of
performance, as defined by the competency and learning outcomes,
through an iterative, gradated, and intentionally sequenced manner. As
students’ progress through the curriculum, competencies and associated
learning outcomes are progressively assessed at higher levels of cogni-
tive processes according to Bloom’s revised taxonomy. This assumes
that students applying for credit would be more successful in the earlier
project sequences as compared with the later projects. The 2014-15
pilot results indicate that this pattern was validated, except for project
sequence four in which PLA candidates showed an increase after the
third project sequence. This raises some questions regarding the aca-
demic rigor and integrity of the prior-learning process.
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Table 2: PLA Credits Awarded by Project Sequence

Project Sequence PLA Credits [PLA Percent
Applied For |Credits |PLA

Earned |Completed

Project Sequence 1: 160 124 77.5

Professional Development

Project Sequence 2: 56 35 62.5

Competitive Analysis

Project Sequence 3: 31 16 51.6

Enterprise Performance

Project Sequence 4: Strategy |53 32 60.4

and Leadership

Project Sequence 5: 29 13 44.8

Business/Commercial Plan

Totals 329 220 66.9

One of the primary criticisms of PLA is the argument of academic
rigor. Can students demonstrate understanding of learning outcomes
associated with a competency based on prior learning experiences as
opposed to “seat time” in a classroom environment? Many traditional
faculty believe that PLA and traditional classroom learning are not
equivalent. To overcome this argument and perception of academic
rigor, one approach is a CBE model. Credits for prior learning will be
evaluated for mastery of associated competencies based on established
rubrics, developed by full-time faculty, that assess the level of compe-
tency for program learning outcomes. Overall validity of the rubric for
assessing learning outcomes and program competencies is key to over-
coming the academic rigor argument.

Validating PLA Outcomes

To address the issue of academic rigor associated with awarding
college credits for prior learning experiences, the following questions
will be addressed in this paper to assess the validity of rubrics to assess
program competencies for academic credit:

e  Are rubrics that assess learning outcomes sufficiently rigorous
to assess program competencies?

e  Are rubrics that assess learning outcomes sufficiently rigorous
to assess program competencies associated with project se-
quences?

e  Are rubrics that assess learning outcomes sufficiently rigorous
to assess program competencies associated with PLGs?
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To develop empirical data to assess the academic rigor of rubrics,
Bloom’s taxonomy for cognitive processes was utilized. Each program
competency and learning outcome was assigned to one of the six levels
of cognitive process. remembering, understanding, applying, analyz-
ing, evaluating, creating. Each competency and learning outcome was
assigned a value from 1 to 6, associated with one of the six levels of
Bloom’s taxonomy. The higher the level, the higher the value (e.g.,
remembering = 1, creating = 6).

The value of each competency was statistically related to the as-
sociated rubric value, based on the average value of the learning out-
comes assigned to a rubric. Because learning outcomes and program
competencies were intended to be both iterative and gradated, the ru-
bric comparison is critical for validating academic rigor. Using a t-
statistic that was significant at the .95 or .99 confidence interval would
invalidate the “null” hypothesis and indicate that the competency and
associated rubric and learning outcomes were not aligned.

To address the first question, each competency in the project-
related BBA program was compared to the associated rubric and learn-
ing outcomes. A total of 60 competencies (59 degrees of freedom) util-
ized in the BBA program were compared with the associated rubric.
For PLA purposes, student learners can apply for prior-learning credit
for each competency within the limitations of the PLA process and
guidelines. Table 3 summarizes the comparison of competencies to
associated rubrics for the pilot PLA process for 2014-15.

Table 3: Comparison of BBA Program Competencies to
Associated Rubrics

Program Rubric | N | Degrees of | t-Statistic
Competency Average | Average Freedom
3.5 3.0 60 | 59 2.555*

*Significant at the .95 confidence level

A review of the results of the first research question comparing all
program competency values and average rubric values was significant
at the .95 confidence level indicating that the null hypothesis is not
affirmed. This would indicate that one or more program competencies
are evaluated by rubrics that do not assess learning outcomes at the
required level of cognition per Bloom’s taxonomy. Thus, further analy-
sis is required to identify where program competencies and associated
rubrics are nonaligned.

The second research question addressed program competency
alignment with rubrics at the project sequence level. As previously in-
dicated, program competencies are distributed evenly among the five
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project sequences. Table 4 summarizes the comparison of competencies
to associated rubrics for each project sequence.

Table 4: Comparison of BBA program competencies by project
sequence to associated rubrics

Project N (Program Rubric |Degrees of | t-statistic
Sequence: (60) |Competency |Average | Freedom

Title Average

Sequence 1: 12 3.1 32 11 -0.466
Professional

Development

Sequence 2: 12 2.6 2.6 11 0.075
Competitive

Analysis

Sequence 3: 12 33 2.9 11 1.031
Enterprise Per-

formance

Sequence 4: 12 3.9 32 11 2.096
Strategy and

Leadership

Sequence 5: 12 4.5 34 11 2.027
Business/

Commercial

Plan

Results for the second research question indicate that program
competencies assigned to project sequences and the associated rubrics
were not significant at the .95 or .99 level, indicating that the null hy-
pothesis is affirmed. This indicates that program competencies for indi-
vidual project sequences are being evaluated by rubrics that assess
learning outcomes at the required level of cognition per Bloom’s tax-
onomy. Further analysis is required is required to determine where pro-
gram competencies are not aligned with associated rubrics.

The final research question addresses program competency
alignment with rubrics at the PLG level. As defined by the strategic
vision and mission of the College, CWLGs and PLGs were defined for
each program. For the project-based program, a total of 7 PLGs were
identified. Each competency is aligned with a specific PLG. Table 5
summarizes the comparison of program competencies to associated
rubrics for each PLG.
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Table 5: Comparison of BBA Program Competencies by PLG to

Associated Rubrics

Program N |Program Rubric |Degrees |t-

Learning Goal |(60) | Competency |Average |of statistic
Average Freedom

Communication |4 |3.8 4.1 3 -0.397

skills

Ethical decision |2 (2.0 3.0 1 N/A

making

Critical thinking |7  |3.1 3.0 6 0.757

Leadershipand |4 |3.5 3.6 3 -0.080

collaboration

Strategic 16 |3.9 32 15 3.016**

perspective

Organizational |19 (3.4 2.7 18 2.503*

performance

Market execution |8  |3.1 2.6 7 1.150

*Significant at the .95 confidence level
**Significant at the .99 confidence level

Results for the third question indicate that program competencies
assigned to PLGs and the associated rubrics were significant at both the
.95 or .99 level, indicating that the null hypothesis is not affirmed. Sig-
nificant differences between program learning competencies and
evaluation rubrics were identified for strategic perspective and organ-
izational performance. Because of a low number of occurrences, no t-
statistic was calculated for ethical decision making. The PLGs identi-
fied as being significant represented over one-half of the occurrences
for PLGs and spanned all five project sequences. Consistency in evalu-
ating these PLGs require further analysis and recommendations to miti-
gate the effects on academic rigor and consistency.

Conclusions and Summary

In addressing concerns about the academic rigor associated with
PLA, this paper defines academic rigor for prior-learning credit as
demonstrating mastery of a specific competency based on an estab-
lished rubric. Rubrics utilized for PLA were developed by full-time
faculty and directly assessed by a qualified faculty coach to evaluate
college credit for prior learning. Pilot results indicated that, generally,
rubrics were sufficiently rigorous to assess program competencies as-
sociated within individual project sequences; however, some rubrics
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were not sufficiently rigorous to assess program competencies associ-
ated with specific PLGs. Significant differences were identified for
competencies associated with PLGs for strategic perspective and organ-
izational performance. Table 6 illustrates an example of a rubric in
which the level of the program competency as compared with the learn-
ing outcomes assessed by the rubric, as determined by Bloom’s taxon-
omy, was significantly different. The pilot for 2014-15 identified
several opportunities for improving the PLA process. The following
were identified as areas for improvement:

Reevaluate rubrics associated with assessing competencies for
PLGs associated with strategic perspective and organizational
performance.

Assess program competencies for the fourth project sequence,
competitive analysis, to ensure that competencies are assessed
at higher levels of cognitive skills as students’ progress
through the BBA curriculum.

Consider revising competencies so that there is better representa-
tion among all PLGs.

Develop revised rubrics for competencies associated with strategic
perspective and organizational performance to ensure align-
ment with the competency and learning outcomes based on
Bloom’s taxonomy for cognitive processes.

Provide students with additional support before submitting their
PLA portfolios. Many nontraditional students have limited ex-
perience writing academic papers and may not fully under-
stand the academic quality standards typical in higher
education.

Provide more coaching and develop a suite of online resources to
better acquaint students with the PLA process and expecta-
tions of PLA portfolios.

Provide more training to the individual teaching the introductory
PLA orientation.

After identifying rubrics in which the program competency dif-
fered significantly with the learning outcomes, as determined by the
level of cognitive ability, several assessment rubrics were updated and
revised. For example, Table 7 illustrates how key learning outcomes
were revised to address higher levels of cognition by changing the level
of cognitive processes under Bloom’s taxonomy to be assessed at
higher levels of demonstrated learning. Changes are bolded to represent
higher levels of required cognitive learning.
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Table 6: Balanced Scorecard Implementation (Previous)

goals.

PLG: Organizational Performance
Competency: Evaluare organizational performance using
performance metrics, industry standards, and/or organizational

Learning Outcomes

Does Not Meet

Meets

Student must “meet” all
the learning outcomes to

Leamer does not meet
the learning outcomes

Leamer can
demonstrate the

the organization.

key stakeholders in
the organization.

demonstrate mastery of |outlined in the rubric. | requirements of the
the competency. Further development |leaming outcomes
is required. outlined.
Discuss how The artifact The artifact
performance measures |submission does not | submission
and metrics are utilized |discuss how these discusses how these
in the organization to support the mission |support the mission
support the vision and  |and vision of the and vision of the
mission. organization organization.
Describe how The artifact The artifact
performance measures | submission does not | submission
are developed based on | describe how these | describes how these
intemal assessment or | are developed. are developed.
external benchmarks.
Describe how The artifact The artifact
organizational submission does not | submission
performance is describe describes
communicated within | comnmmnication to comnmunication to

key stakeholders of
the organization.

Evaluate if performance | The artifact The artifact

measures for each submission does not | submission

perspective addresses | evaluate if evaluates

value creation for performance performance

shareholder’s customers, | measures create measures based on

employees and strategic |value. the value.

partners.

Submit a document that | Artifact submission is | Artifact submission

demonstrates not in an appropriate | is submitted in an

understanding and format and/or does | appropriate format

evidence of the not address all the and includes the

competency and PLG.  |required leaming required leaming
outcomes. outcomes described

above.
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Table 7: Balanced Scorecard Implementation (Revised)

PLG: Organizational Performance
Competency: Evaluate organizational performance using
performance metrics, industry standards, and/or organizational

goals.
Learning Outcomes | Does Not Meet Meets
Student must “meet” all | Learner does not Learner can

the learning outcomes
to demonstrate mastery
of the competency.

meet the learning
outcomes outlined in
the rubric. Further
development is

demonstrate the
requirements of the
learning outcomes
outlined in the

required. rubric.
Interpret how The artifact The artifact
performance measures |submission does not |submission

and metrics are utilized
in the organization to
support the vision and
mission.

interpret how these
support the mission
and vision of the
organization.

interprets how these
support the mission
and vision of the
organization.

Provide examples how
performance measures
are developed based on
internal assessment or
external benchmarks.

The artifact
submission does not
provide examples
how these are
developed.

The artifact
submission provides
examples how these
are developed.

Demonstrate how
organizational
performance is
communicated within
the organization.

The artifact
submission does not
demonstrate
communication to
key stakeholders in
the organization.

The artifact
submission
demonstrates
communication to
key stakeholders of
the organization.

Evaluate if performance
measures for each
perspective addresses
value creation for
shareholder’s
customers, employees
and strategic partners.

The artifact
submission does not
evaluate if
performance
measures create
value.

The artifact
submission
evaluates
performance
measures based on
the value.

Submit a document that
demonstrates
understanding and
evidence of the
competency and PLG.

Artifact submission
1S not in an
appropriate format
and/or does not
address all the
required learning
outcomes.

Artifact submission
is submitted in an
appropriate format
and includes the
required learning
outcomes described
above.
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Pushing Forward: Finding and Using
Meaningful Evidence of Beginning
Teacher Competency

Mary Sowder
Utah Valley University

Abstract

As state and national scrutiny on teacher education has intensified,
educator preparation programs (EPPs) are faced with the daunting
task of providing evidence that their candidates are adequately
prepared for effective classroom practice. Policy makers and
accrediting agencies have started to rely heavily on linking teacher
preparation programs to in-service teaching performance of their
completers and then to K-12 student achievement to draw conclusions
about the efficacy of EPPs. At the same time, some states and EPPs
have chosen to use multiple and more nuanced measures for assessing
program outcomes, including traditional observation instruments for
classroom practices and professional dispositions, as well as
standardized, performance-based measures of candidate learning, such
as edTPA. The edTPA, a nationally available performance assessment
for teacher candidates developed at the Stanford Center for
Assessment, Learning, and Equity, has sparked some heated discourse
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among teacher educators and teacher candidates. This paper attempts
to reorient the discussion to look at the potential for the use of edTPA
as a formative measure used for program improvement, as well as one
measure for the summative assessment of teacher candidate
proficiency. The story of one program’s shift to considering program
revision based less on faculty perceptions and biases and more on the
collection and analysis of results is the focus of discussion and
consideration within the broader issue of accountability for educator
preparation programs.

As state and national scrutiny of teacher education has intensified,
educator preparation programs (EPPs) are faced with the daunting task
of providing evidence that their candidates are adequately prepared for
effective classroom practice. Policy makers and accrediting agencies
have started to rely heavily on linking teacher preparation programs to
in-service teaching performance of their completers and then to K-12
student achievement to draw conclusions about the effectiveness of
EPPs. At the same time, some states and EPPs have chosen to use mul-
tiple and more nuanced measures for assessing program outcomes, in-
cluding traditional observation instruments for classroom practices and
professional dispositions, as well as standardized, performance-based
measures of candidate learning, such as the Educative Teacher Per-
formance Assessment (edTPA).

What is edTPA?

edTPA, developed at the Stanford Center for Assessment, Learn-
ing, and Equity (SCALE), is a nationally available assessment designed
by professional educators to assess beginning competencies of teacher
candidates. edTPA is a subject- and grade level-specific assessment,
which includes versions for 27 different teaching fields from elemen-
tary to high school grades. The assessment is designed to assess candi-
dates’ ability to use an authentic cycle of teaching aimed at specific
learning goals, using evidence about 1) planning, 2) instruction, and 3)
student assessment derived from candidates’ practice in their student
teaching or internship placement” (SCALE, 2013). Candidates submit
evidence of their knowledge, skills, and practice including lesson plans,
instructional materials, student assignments and assessments, feedback
on student work, and unedited video recordings of instruction.

edTPA is aligned with the Interstate Teacher Assessment and
Support Consortium standards for beginning teacher licensing and sup-
ports the goals of the Council for Accreditation of Educator Preparation
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standards. The assessment was created with input from over 1000
teachers and teacher educators from across the United States, and more
than 430 institutions of higher education participated in the design,
development, piloting, and field testing of the assessment. Its national
implementation began in Fall 2013 and has since grown to over 600
programs across 41 states (Pecheone & Whittaker, 2016).

edTPA portfolios may either be evaluated locally by selected
stakeholders for formative purposes or institutions may ask candidates
to submit their work for external scoring. For external scoring, Evalua-
tion Systems of Pearson, SCALE’s operational partner, provides secure
electronic access to the edTPA assessment and manages the feedback
system. Qualifications for scorers are determined by SCALE, and Pear-
son recruits scorers for each portfolio areca (Pearson Education, n.d).
Scorers must be elementary or secondary teachers or higher education
educators with significant pedagogical content knowledge in the field
in which they score. They must also have experience in working as
instructors or mentors for novice teachers. Each edTPA scorer evalu-
ates responses at the grade level and subject area for which he or she
has qualified. Each scorer evaluates a candidate’s entire portfolio by
reviewing evidence from across the three assessment tasks.

Each task is evaluated with five separate rubrics representing dis-
tinctive elements of the task. “Evaluating the validity and reliability of
edTPA as an instrument to measure teacher candidates’ readiness to
teach has been a continuous part of its rigorous, multi-year develop-
ment process” (SCALE, 2013). Analysis of inter-rater reliability for
edTPA in the 2013 field study ranged from 0.83 to 0.92. Multiple
sources of evidence from the edTPA development process and data
analyses collectively provide the foundation to support the content and
construct validity of edTPA, documenting that the assessment is well
aligned to the professional standards it seeks to measure, that it reflects
the actual work of teaching, and that the score measures primary char-
acteristics of effective teaching.

Discourse on Standardized Teacher Performance As-
sessment

There has been a great deal of public debate over the best way to
prepare teachers and the best way to evaluate the effectiveness of
teacher preparation programs. Some studies have attempted to identify
characteristics of effective preparation on teachers’ value added to stu-
dent test score performance. Findings from Boyd et al. (2009) sug-
gested that preparation programs requiring a capstone project (like
edTPA) supplied significantly more effective first-year teachers. Other
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educational policy makers have advocated the use of performance-
based measures of teacher candidates’ classroom competencies as for-
mative measures of program effectiveness.

Although the desire to professionalize teaching and teacher educa-
tion by using valid and reliable measures of teacher performance is
shared by many teacher educators and policy makers, the use of a na-
tionally standardized measure is a more controversial step toward the
professionalization of teaching. Some authors argue that standardized
teacher assessments, like edTPA, “corrupt the preparation process by
discouraging authentic, multifaceted, longitudinal evaluations of candi-
date readiness, thereby undermining the very rigor and accountability
they purport to ensure (Dover et al., 2015). The National Association
for Multicultural Education (NAME) called on members to investigate
how the edTPA undermines critical multicultural education and en-
couraged them to demand an end to the standardization and outsourcing
of teacher candidate assessment (NAME, n.d.). Other educators are
concerned about the “loss of local control and voice about teacher en-
dorsement, issues related to privacy and ownership of portfolio data,
and problems related to direct linking of teacher certification to a for-
profit corporation [Pearson Education collects and stores data for ed-
TPA portfolios.]” (Cochran-Smith et al., 2013).

Many of those in favor of the use of edTPA as a national assess-
ment (Darling-Hammond & Hyler, 2013; Darling-Hammond et al.,
1999) are leaders of the teacher education professionalization move-
ment.

Just as in professions widely recognized for having a set of
rigorous professional standards, such as law or medicine,
teaching must raise standards for entry into the profession
through a process similar to the bar process in law or the board
process in medicine. By requiring all teacher candidates to
pass a universal assessment, we ensure al// teachers who enter
the classroom, whether trained in a traditional program or al-
ternatively certified, meet the same standards of competence.”
(American Federation of Teachers, 2013, p. 3)

Teacher performance assessment data can also be used to provide
EPPs with evidence-based information that they can use in improving
their programs (Peck et al., 2010; Zeichner, 2011) and serve as a form
of learning for teacher candidates (Chung Wei & Pecheone, 2010; Dar-
ling-Hammond & Hyler, 2013).

This paper will look at the potential for the use of edTPA as a
formative measure of assessment for program improvement and as con-
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structive feedback for teacher candidates. The use of this particular
standardized performance assessment for these purposes within the
broader issue of the professionalization of teaching will be the focus of
this discussion.

Using Evidence of Beginning Teacher Competency

The findings from this study were drawn from an ongoing series of
investigations into the use of edTPA as a program requirement for
teacher candidates in large, open-enrollment university in the western
U.S. The research began with a request for funding for a pilot group of
elementary education (EDEL) students in Fall 2015, and data are con-
tinuing to be collected as we expand the participant pool and refine
assessment procedures in subsequent terms (Table 1). Students in-
volved in the pilot in year one were serving as infern teachers, that is,
they were elementary education students who were completing their
program as full-time teachers of record in a local school district. Intern
teachers have full responsibility for their own classroom with mentor-
ing from a site coach and a university supervisor. Secondary candidates
(EDSC) began to come on board with this assessment in Spring 2016.
Candidates who did not participate in the edTPA during this time pe-
riod completed the School of Education’s traditional portfolio assess-
ment.

Table 1 Ongoing Study of edTPA Results
Year |Participants (n) Data Collected
Fall EDEL interns (n=73) Performance data
2015 unavailable until
Spring 2016
Spring | Continuing Fall EDEL interns Performance results
2016 |Spring EDEL student teachers (n=35) | for Spring 2017
Secondary (EDSC) student teachers | student teachers,
in math, health (n=11) Fall EDEL interns
Fall EDEL interns (n=56) Performance results
2017 |Fall EDEL student teachers (n=37) for Fall 2017
EDSC Interns (n=35) student teachers
EDSC student teachers in math,
health (n=10)
Spring | Continuing Fall EDEL interns Performance results
2018 |Spring EDEL Spring student teachers | for interns, Spring
Continuing EDSC interns student teachers
EDSC Spring student teachers
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Analysis of the data for this article has been limited to the descrip-
tive statistics generated from the scores assigned to the participants
from the EDEL student group. The EDEL candidates were the first to
pilot and the elementary program was the first to fully participate in the
edTPA. Descriptive statistics (Table 2) for the scores generated from
this group in Spring 2016 and Spring 2017 were used to encourage a
variety of stakeholders (students, teachers, administrators, etc.) to re-
flect on the results and contribute ideas for program revision.

It should be noted that no single measure, like the edTPA, could
by itself adequately evaluate individual candidates or a teacher prepara-
tion program (Feurer et al., 2013; Peck et al. 2014). However, for the
teacher preparation program in which this study took place, edTPA
group scores for each rubric provided a starting point to consider areas
of the educator preparation program that appeared to be in need of revi-
sion. The identified areas were subsequently considered in conjunction
with data from classroom observations and feedback from site-based
teacher educators (cooperating teachers, instructional coaches, site ad-
ministrators) and faculty members.

edTPA scoring

Once the data had been collected and analyzed, the research team
was somewhat underwhelmed by the mean scores for each rubric. For
the Elementary Education assessment, there are 15 subject-specific
rubrics, five for each task. Each focuses on one measure of perform-
ance according to five performance levels that illustrate a progression
as defined below (SCALE, 2017).

Level 1-Represents the knowledge and skills of a seriously strug-
gling candidate who is not ready to teach

Level 2—Represents the knowledge and skills of a candidate who is
possibly ready to teach.

Level 3—Represents the knowledge and skills of a candidate who is
qualified to teach.

Level 4-Represents a candidate with a solid foundation of knowl-
edge and skills for a beginning teacher

Level 5—Represents the advanced skills and abilities of a candidate
very well qualified and ready to teach.

The rubric levels are additive and correspond to an increase in the so-
phistication and variety of instructional skills and strategies along with
more profound levels of reflection and analysis. They move from in-
struction with a teacher focus to teaching with a focus on student needs.
They also move from whole-class teaching to teaching individuals and



Educator Preparation Programs 223

Table 2 Elementary edTPA Rubric Scores

Rubric Low—High | Mode Mean
Year 2016 | 2017 | 2016 | 2017 | 2016 | 2017
l:Pla.tllnmgforthera.cy 7-4 | 1-5 3 3 270 | 2.94
Leaming

2: Planning to Support

Varied Student Leaming| 14 | 1-5 3 3 256 | 297
Needs

3: Using KEnowledge of

Students to Inform 14 | 1-5 | 3 3 262 | 3.11

Teaching and Learning

4: Identifving and

Supporting Language 14 |15 | 3 3 266 | 3.00

Demands

5: Planning Assessments

to Monitor and Support | 14 | 1-5 3 3 256 | 2,79

Student Learning

6: Leaming Environmen| 1—4 1-5 3 3 306 | 3.07

7: Engaging Students in

Leaming 14 |15 |3 3 265 | 2.86

b Degemmetmdent los |25 |3 |3 |zm9 iz
eaming

;: Subj ecF—Spe::lﬁc d |y 3 3 284 | 300
edagogy

10: Analyzing Teaching

R, 14 |15 |2 3 2o51 |

il: Arlla.lysw of Student i 1-5 3 3 263 | 2.88
eaming

12: Providing Feedback

to Guide Further 14 | 1-5 | 3 4 282 | 340

Leamning

13: Student Use of

Feedback 14 |15 | 2 3 218 | 2.78

14: Analvzing Students’

Language Use and 14 |15 |2 3 241 | 281

Literacy Learning

15: Using Assessment 1o)

oo ot s 14 |15 | 3 3 262 | 312

16: Analvzing Whole 14 | 1-5 2 3 228 | 278

Class

17: Analyzing Individual ) - o 5

Student Work Samples 14 |15 e 3 248 | 2.90

18: Using Evidence to 1-4 | 1=5 5 3 ol

Reflect on Teaching
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groups. The progression in the level of justification and analysis of
teaching ranges from fragmented and indiscriminate at the lower

levels, to intentional and carefully executed at the more advanced lev-
els.

Identifying areas of concern

The scores reported for the pilot students in Spring 2016 (Table 2)
showed only one area in which the mean score reached the 3.0 bench-
mark; by Spring 2017, that number had only increased to five areas
with a score of 3.0 or better. Of even greater concern was the range of
scores for each year. A small number of students received a score of
only 1.0 each year in one or more areas. Although the mean score for
each of these students still fell in the 2.0-2.5 range, it was disconcerting
to faculty members that the students scored so low in any area of the
assessment.

Of particular concern in the 2016 results were the scores on con-
cerning feedback to students (rubric 13) and the analysis of the whole
class and individual student learning (rubrics 14, 16—18). These results
led to a discussion with the researchers centered on questions about
how the program was addressing student learning in these areas. An
informal survey of faculty members revealed that feedback to students
was not an explicit element of any of program classes. Follow-up dis-
cussions with faculty determined that they felt that effective feedback
was an important part of the teaching and learning process and that
perhaps the content of program classes should be revised to include this
skill. Some success with these efforts was reflected in the increased
scores in this area in 2017 for rubrics 12 and 13.

The same process of reflection for how the candidates were pre-
pared to analyze student learning from formative assessments revealed
some larger concerns with how “assessment” and “analysis of student
learning” were understood across different content areas. In some areas,
assessment was limited to diagnostic or summative testing. The prac-
tice of embedded formative assessment practice was emphasized in
several courses but was not consistently emphasized across all prepara-
tion programs within the School of Education. Although this disparity
in views about the nature and use of assessment continues to influence
of the candidates’ understanding of how and when to use a variety of
assessment strategies, the 2017 scores did show some improvement in
this area as well.

There were a few reassuring data points in the edTPA results for
the candidates. The mode for each rubric for both years indicated that
most of the students achieved a score of 3.0-3.9, within the range de-
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fined by edTPA as being “qualified to teach.” When we compared pilot
results to the national results, we found that the students were scoring
slightly above the national average (Table 3). (Although the pilot can-
didates were not required to achieve any minimum passing score, we
based this comparison on edTPA’s suggested minimum score of 42.)
These data were used to address concerns of community members
about how well teacher candidates prepared in an open-enrollment
teaching institution would measure up against those from more prestig-
ious research-one universities.

Table 3. Comparison to National edTPA Results, 2016

Study Candidates National Candidates
Average total score |46.88 44.3
Passing rate 76% 72%

Educative Teacher Performance Assessment

edTPA is an acronym for educative Teacher Performance As-
sessment. Initial experiences using this measurement of student learn-
ing as both a formative and summative tool have led us to believe that
the process has been educative not only for candidates, but for faculty
and other community members. Both students and instructors profited
from exposure to national norms for professional practice. We have
begun to practice the language common to the national conversation
around professional teaching practices with the candidates and among
faculty members. The tasks and rubrics have allowed students to en-
gage with the same pedagogical content common to teacher candidates
and educators across the country. The issues raised through participa-
tion in the edTPA process have initiated important conversations
among faculty members and partner school districts about what is im-
portant for beginning teachers to know and be able to do. The results
from the first two years of the edTPA process have revealed areas in
need of revision in program content, and they have sparked discourse
among faculty members around important issues in preparing teachers
for the K-12 classroom. The importance of discussing the results and
deciding whether they are of value to the department became an impor-
tant part of faculty discussions. Changes were not implemented because
of assessment results, the results brought areas for consideration to the
attention of the faculty.

The move from edTPA “exploration and adoption to implementa-
tion and iterative refinement will ... provide a valuable framework for
reflecting upon and planning for institutional change” (Lys et al.,
2014). Challenges with edTPA-related workload for faculty and con-
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necting specific elements of program to edTPA tasks will need to be
addressed again as implementation grows. The desirability of participa-
tion in any nationally standardized assessment will continue to be de-
bated. However, the edTPA has pushed us into important conversations
about program curricula, and its tasks, its vocabulary, and its orienta-
tion to the teaching profession have influenced the growth of the
teacher preparation programs, the faculty, and the teacher candidates.
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Abstract

While much has been said (often negatively) about the Millennial
student and worker, research has shown that as a group they are high
achieving, have a strong desire for ongoing personal and professional
development, and tend to be seriously invested in making a marked
sustainable impact on society and in the communities in which they live
and work. One possible avenue to better engage Millennial students is
through the use of community-engaged experiential learning (or
service-learning) pedagogy in the classroom and projects in the
community. Although service-learning is not a new phenomenon, this
“civically engaged” experiential learning pedagogy has increased in
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popularity and usage in educational settings in recent years.
Additionally, community-engaged experiential learning and service-
learning pedagogy can be utilized to provide meaningful community-
service opportunities that simultaneously teach civic responsibility and
encourage lifelong civic engagement, while also providing
opportunities for significant real-life, hands-on learning of important
skills and vital social understanding for Millennial students. This paper
briefly reviews the many positive outcomes of service-learning
pedagogy and then presents a research proposal for examining these
and related questions and impacts for our Millennial students.

Introduction

I seek to foster increased collaboration across units (Academic
Service-Learning, various Utah Valley University (UVU) colleges/
schools, and individual departments) and cultivate the development of
all courses into rich and rewarding high-impact and scalable service-
learning course offerings. In an increasingly competitive higher educa-
tion environment, meaningful community-engaged experiential learn-
ing courses are vital in meeting both the needs of today’s diverse
students and the strategic goals of UVU. Additionally, research across
disciplines has clearly demonstrated that the use of service-learning
pedagogy in the classroom has positive personal, social, learning, and
career development outcomes for students, including increased student
retention and completion rates.

As can be seen in the course completion data by delivery modal-
ity, semester, college/school, and service-learning vs. non-service-
learning courses in Figures 1 and 2 in Appendix 1, campus-wide ser-
vice-learning courses have a 6% higher completion rate (C- or better
grade) than non-service-learning classes (84% to 90%). If just looking
at hybrid courses campus-wide, there is a 20% difference (75% com-
pletion rate for non-service-learning hybrid courses and 95% comple-
tion for service-learning hybrid courses). Looking just at fully online
courses campus-wide, there is a 7% difference (77% for non-service-
learning online courses, 84% for service-learning online courses). Of
course, there are differences in the gap by college/school, department,
and subject area, hence the need to target those areas where the gap is
the greatest. An additional detailed breakdown of course completion
data can be seen via the link to an online interactive dashboard:
https://viz.uen.org/t/uvu/views/gradesbymode2/College?%3 Aem-
bed=y&%3Adisplay count=no).
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As UVU is seeking to increase course and program completion
and graduation rates of students (including increasingly turning to tech-
nology-enhanced online course delivery method to respond to increased
student enrollments and course demand), it is imperative that we find
ways to better engage students in 18 identified high drop-out/high en-
rolled courses so students can complete courses and move through their
degree programs to graduation. The use of service-learning experiences
is one high-impact engagement practice that is cheap, scalable, and
adaptable to different disciplines and can be utilized to better a variety
of student outcomes, including completion.

Review of Service-Learning Literature Outcomes

In addition to the clear positive impact of service-learning peda-
gogy on course completion and graduation (e.g., Reed et al., 2015;
Lockeman & Pelco, 2013; Lockeman, 2012; Gallini & Moely, 2003), a
vast array of previous research conducted across academic disciplines
at a wide variety of educational institutions across the nation has dem-
onstrated that the use of service-learning pedagogy has broad personal,
social, learning, and career development outcomes for students (see in-
depth annotated bibliography by Eyler & Giles, 2001), including:

Personal Outcomes
= Positive effect on student personal development such as
sense of personal efficacy, personal identity, spiritual
growth, and moral development
= Positive effect on interpersonal development and the abil-
ity to work well with others, leadership, and communica-
tion skills
Social Outcomes
= Positive effect on reducing stereotypes and facilitating cul-
tural & racial understanding
= Positive effect on sense of social responsibility and citizen-
ship skills
= Positive effect on commitment to service
Learning Outcomes
=  Positive impact on students' academic learning
= Improves students' ability to apply what they have learned
in “the real world”
= Positive impact on such academic outcomes as demon-
strated complexity of understanding, problem analysis,
critical thinking, and cognitive development
Career Development
=  Contributes to student career development
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Additionally, Warren (2012) expanded on the meta-analysis con-
ducted by Novak et al. (2007) and found that service-learning does in
fact increase student learning and has a positive influence on student
learning outcomes irrespective of the way learning was measured. Ad-
ditionally, previous research has demonstrated that students can learn
many professional skills and concepts through the utilization of service-
learning pedagogy:

technical or course content concepts (Robinson et al., 2010;
McCrea, 2010; Larson & Drexler, 2010; Tucker & McCarthy,
2001)

effective communication skills (McCrea, 2010; Kenworthy-
U’Ren, 2000)

relationship of course content to organization strategy (Robin-
son et al., 2010; McCrea, 2010; Larson & Drexler, 2010;
Madsen & Turnbull, 2006; Rehling, 2000)

problem-solving (Robinson et al., 2010; Madsen & Turnbull,
2006; Zlotkowski, 1996)

time management, and networking skills (Litzky et al., 2010;
Tucker et al., 1998)

analysis, synthesis, and evaluation (McCrea, 2010; Litzky et al.,
2010; McGoldrick et al., 2000)

consequences of their own decisions (Larson & Drexler, 2010;
McCrea, 2010; Waddock & Post, 2000)

cultural awareness and diversity (Keen and Hall, 2009; Vernon
& Foster, 2002; Robinson, 1999)

teamwork, interaction, interpersonal, and communication
skills (Madsen & Turnbull, 2006; Rehling, 2000; Michaelsen
et al., 2000; Tucker et al., 1998)

conflict resolution and leadership skills (Kenworthy, 2010;
Madsen & Turnbull, 2006)

learning how to learn (Westover, 2012; Munter, 2002)

Finally, in addition to the professional skills and concepts above,
other positive outcomes of service learning include:

increased self-efficacy (Young et al.,, 2010; Fairfield, 2010;
Madsen & Turnbull, 2006; Tucker & McCarthy, 2001)

increased social capital (Fairfield, 2010; D'Agostino, 2010)

enhanced social responsibility (Westover, 2012; Bowman et al.,
2010; Kolenko et al., 1996)

increased exposure to career opportunities (Vroman et al., 2010;
Fairfield, 2010; Robinson, 1999)

increased motivation to do well and learn (Fairfield, 2010;
Madsen, 2004)
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increased personal confidence (Rhee & Sigler, 2010; Fairfield,
2010; Konwerski & Nashman, 2002)

increased desires to continue volunteerism (Young et al., 2010;
Butin, 2010; Bush-Bacelis, 1998)

increased exploration of personal attitudes and values (Rhee &
Sigler, 2010; Fairfield, 2010; Madsen & Turnbull, 2006;
Madsen, 2004; McGoldrick et al., 2000)

increased personal and social development (Fairfield, 2010;
Simons, 2006)

increased personal satisfaction and fulfillment (Fairfield, 2010;
Rehling, 2000)

enhanced professional and real-world work experiences (Rob-
inson et al., 2010; Rhee & Sigler, 2010; McCrea, 2010; Larson
& Drexler, 2010, Madsen, 2004; Gujarathi & McQuade, 2002)

increased opportunity for students to become civically engaged
in their communities (Young et al. 2010; Butin, 2010; Rama
et al., 2000; Godfrey, 1999).

Previous Success at UVU and Specific Target Goals and
Objectives of the Proposal

The success of UVU academic service-learning is well docu-
mented on campus. Currently, there are nearly 200 UVU faculty across
more the 350 course sections each year engaging more than 8000 stu-
dents annually in high-impact community-engaged learning projects
that enhance and deepen their experience with the course material and
the underlying course objectives. Additionally, campus-wide service-
learning courses have a 6% higher completion rate (C- or better grade)
than non-service-learning classes (84% to 90%), with even stronger
completion impact over non-service-learning courses in some of the
campus individual colleges, schools, and individual departments.

Service-learning experiences are a high-impact engagement prac-
tice that is cheap, scalable, and adaptable to different disciplines and
can be utilized to better a variety of student outcomes, including com-
pletion and graduation. This project will seek to infuse service-learning
pedagogy into 16 courses to enhance student engagement, drive better
learning outcomes, and increase course completion rates, student reten-
tion, and ultimately graduation rates.

The first order of business was to recruit faculty interested in be-
ing involved, receiving training, developing, implementing, and assess-
ing their courses. I also recruited faculty course specialist mentors who
assisted in the training, course development, implementation, and as-
sessment. The next step was to train faculty and start the course devel-
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opment process. Implementation of the first set of new service-learning
courses took place during the Fall and Spring semesters of the 2016—
2017 academic year, with assessment occurring concurrently. Ideally,
this will be multi-year project that will allow for multiple semesters of
course implementation and evaluation, with a rolling pool of new fac-
ulty being trained and developing their service-learning courses.

Ultimately, I was able to recruit 12 faculty members from 6 dif-
ferent departments and 3 of UVU’s colleges and schools (overall 16
sections involved, with 565 enrolled students). Specific courses in-
cluded College Success Studies (University College); Introduction to
Business, Professional Business Presentations, Business Statistics, Or-
ganizational Behavior, and Social Media Marketing (Woodbury School
of Business); and Introduction to Psychology and Intermediate Writing
(College of Humanities and Social Sciences).

Methodology

To assess the proposed project’s success and impact, I received
Institutional Review Board approval to conduct a mixed-method longi-
tudinal analysis, including a student pre/post-test attitudinal survey
(each course, each semester), qualitative interviews with faculty par-
ticipating in the project (before, during, and after the project), student
learner reflections (each course, each semester), community partner
evaluations (each course, each semester), and tracking of student reten-
tion and completion rates over time (ensuring the protection and ano-
nymity of participants). Via pre/post-test administration of key
attitudinal indicators and qualitative reflections, we will be able to
measure the impact of service-learning projects on individual students
for a range of student attitudes critical to student success. We will also
be able to aggregate that data by course, department, and college/school
and track aggregate-level changes over time to those important out-
comes. Additionally, via community organization assessments, we can
measure professional outcomes of student service-learning projects and
their impacts on the community. This can also be tracked over time by
discipline. See Appendices 2—4 for the assessment instruments.

Conclusion

Community-engaged experiential learning and service-learning
experiences are a high-impact engagement practice that is cheap, scal-
able, and adaptable to different disciplines and can be utilized to better
a variety of student outcomes, including completion and graduation.
This research project will seek to infuse service-learning pedagogy into
16 identified high drop-out/high enrolled courses to enhance student
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engagement, drive better learning outcomes, and increase course com-
pletion rates, student retention, and ultimately graduation rates. Addi-
tionally, as the current course completion discrepancy between service-
learning and non-service-learning classes is generally around 6% (aver-
aged across campus) and even wider among 18 identified high drop-
out/high enrolled courses, I will seek to improve completion rates in
those classes by at least 6% within two years.
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Appendix 1: UVU Service & Engaged Learning Course Completion

Figure 1: Course completion by delivery method and college/school, all classes
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Figure 2: Course completion by delivery method and college/school, all classes, sl vs non sl
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Appendix 2: Service & Engaged Learning Student Atti-
tudes Pre-Test/Post-Test

(Form adapted for online data collection)

Student Directions: You are about to participate in a service-
learning class and will invest time in “volunteering” your marketing
skills toward helping a business by building an annual marketing plan.
Using the 7-point scale below, please indicate how important or accu-
rate each of the following possible reasons for volunteering via a ser-
vice learning class is for you. Please place the number corresponding to
how important/accurate each statement is on the line preceding the
statement.

1 2 3 4 5 6 7
1=Not at all important/accurate for you; 7=Extremely important/ accu-
rate for you.

1. Volunteering can help me get my foot in the door at a place

where I would like to work.

My friends volunteer.

I am concerned about those less fortunate than myself.

People I’m close to want me to volunteer.

Volunteering makes me feel important.

People I know share an interest in community service.

No matter how bad I’ve been feeling, volunteering helps me to

forget about it.

8. I am genuinely concerned about the particular group I am serv-
ing.

9. By volunteering, I feel less lonely.

10. I can make new contacts that might help my business or career.

11. Doing volunteer work relieves me of some of the guilt over be-
ing more fortunate than others.

12. 1 can learn more about the cause for which I am working.

13. Volunteering increases my self-esteem.

14. Volunteering allows me to gain a new perspective on things.

15. Volunteering allows me to explore different career options.

16. 1 feel compassion toward people in need.

17. Others with whom I am close place a high value on community
service.

18. Volunteering lets me learn through direct “hands on” experi-
ence.

19. I feel it is important to help others.

20. Volunteering helps me work through my own problems.

Nk wn



21.
22.
23.

24.
25.
26.
27.
28.
29.
30.
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Volunteering will help me succeed in my chosen profession.
I can do something for a cause that is important to me.
Volunteering is an important activity to help the people I know
the best.

Volunteering is a good escape from my own troubles.

I can learn how to deal with a variety of people.
Volunteering makes me feel needed.

Volunteering makes me feel better about myself.
Volunteering experience will look good on my resume.
Volunteering is a way to make new friends.

I can explore my own strengths.

CIVIC ATTITUDES

Please use the following 5-point scale to answer the following

statements, placing the number corresponding to your level of
agreement/disagreement on the line preceding the statement.

1 2 3 4 5 6 7
1=Strongly disagree; 5=Strongly agree
To what extent to you agree or disagree with the following state-

ments?

1.

Adults should give some time for the good of their community
or country.

2. People, regardless of whether they have been successful or

not, ought to help others.

3. Individuals have a responsibility to help solve our social prob-

lems.

4. I feel that I can make a difference in the world.
5. It is important to help others even if you don’t get paid for it.

Appendix 3: End-of-Semester Student Self-Assessment

(Form adapted for online data collection)

1. Please describe your experience of RECIPROCITY during your

S&EL.

What did you “give” to the client agency or client of the agency

relative to what you received through doing this S&EL, if anything?

What did your client teach you and what did you teach your client

in return?

How could this aspect of S&EL be enhanced?

2. Please describe your experience of REFLECTION during your

S&EL project.
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Was this experience different in some substantive way from your
experience in other courses, and if so, how and why?

What would you do differently if you were to do another group
S&EL project in the future to make the experience more positive for
yourself, as well as for everyone else involved?

How could this aspect of S&EL be enhanced?

3. Please describe your experience of REALITY during your
S&EL project.

Was this experience different in some substantive way from your
experience in other courses, and if so, how and why?

To what degree did your S&EL experience enable you to apply
and learn about the course material or major course concepts this se-
mester?

How could this aspect of S&EL be enhanced?

4. Please describe your experience of RESPONSIBILITY to your
client, teammates, or others during your S&EL project.

Was this experience different in some substantive way from your
experience in other courses, and if so, how and why?

Has your experience in this S&EL project changed your percep-
tion of your role as a socially responsible citizen?

How could this aspect of S&EL be enhanced?

5. Please comment about REWARDS OF SYNERGY as this con-
cept relates to your own experience this semester. Is S&EL a useful
part of a business school program, and if so, why and how?

What is the most significant learning experience that you take
away from this S&EL project?

How could your experience with S&EL be enhanced to make it
more useful to you?

Appendix 4: UVU Service & Engaged Learning Com-
munity Client Evaluation

(Form adapted for online data collection)

Thank you very much for giving your time and energy this se-
mester in working with our UVU Students. Our students’ involvement
with your organization has enriched their learning experience and will
help them to be better prepared for their future careers. We deeply ap-
preciate your contribution toward their professional development and
growth.

Please take a little care and time (about 10-20 minutes) to com-
plete this questionnaire in an effort to provide valuable feedback with
which to improve this academic program for future clients.
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Please respond to the following statements as objectively as you
can as they relate to your involvement with this project during the se-
mester.

The ratings for the scale are:

0 = very unsatisfying

1 = unsatisfying

2 = somewhat unsatisfying

3 = somewhat satisfying

4 = satisfying

5 = very satisfying

Students’: 0|12 3141|5

understanding of the specific
problem/question your company posed

attitudes

self-motivation

project planning

organizational skills

communications skills

leadership skills

sense of responsibility

emotional maturity

time management

team work

task completion

professional approach/professionalism (incl.
attire for meetings of all kinds)

quality of final project

value of this project for your firm

1. Did you learn important information that you believe will help you
to grow your organization in the future? Please elaborate.
2. Do you plan to implement (some of the ideas) presented to you in
their recommended solutions?
A. Please describe what you believe will add the most value to
your organization.
B. Can you quantify the approximate monetary value (in US$) this
project could/will/has generated for your company?
C. What do you anticipate to have less/little/no value to you?
3. Please provide any comments that you would like to share about
how to improve this project for you in the future:
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4. Please comment on your interactions with the UVU student(s) work-
ing on your project this semester:
What went wrong?
B. What went right?
C. How could this experience be improved for you in a future pro-
ject with our students?
D. Any other comments?
5. Is there another future project related to your firm with which UVU
students may be able to assist you? Please describe it briefly:
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Abstract

A spatial application of orthogonal frequency division multiplexing
(OFDM) is explored that encodes and decodes digital data using
photographic media. Photographic media typically lacks pixel density
but provides superior color depth. Using grayscale images, the printing
and scanning process was studied to characterize the transfer function
of the overall transmission process. Data were then encoded into
symbols with 8-PSK using 10 spatial frequencies in two dimensions. A
cyclic border (the spatial equivalent to the cyclic prefix) was added to
account for spatial transients. A means for synchronization and skew
correction was embedded in the photograph to accurately identify the
boundaries of each symbol. Images were rendered photographically,
scanned back, and decoded. The relationship between image size and
bit error rate was then studied to determine the bit density that can
practically be achieved using this approach. Results suggest that the bit
density is comparable to quick response (OR) code.
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1. Introduction

Techniques such as barcodes and quick response (QR) codes are
commonly used as a means of encoding data onto print media. This
media can then be scanned later to retrieve the data. Standard barcodes
store data only in one direction and have very limited capacity. Two-
dimensional codes store much more data using two directions (Figure
1). Either way, these codes typically encode data using only two colors
in much the same way that non-return-to-zero (NRZ) codes encode data
using only two voltages. Such codes are appropriate for print media
where spatial bandwidth is high, but they are not suitable for photo-
graphic media where spatial bandwidth is low and color depth (the
number of possible pixel colors) is high.

Encodes Data chodes Da:ca

. - > 4@ IE
Data Data
v v E .

Figure 1. Codes that store data in one dimension (left) and two dimensions
(right).

This paper introduces a new technique for encoding information
on photographic media. The method is called orthogonal spatial fre-
quency coding (OSFC), and it encodes information using the phase and
amplitude of two-dimensional sinusoids at orthogonal spatial frequen-
cies.

II. Theory

In the context of OSFC, a symbol, X;, is the sum of N two-
dimensional orthogonal sinusoids, each encoding an M-bit word.

27 .x 27zmj

N
X.(x,y)= .. COS I+
(%, ) /Z::,AL,, (— y

y )
+0.), 1<j<N (1)

The choice of N is a design decision based on the noise and quan-
tization of the media; d is the nominal size of the rendered symbol. The
value of M is dictated by the constellation chosen to encode the data.
For example, 16-QAM encodes 4 bits per word whereas 8-PSK en-
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codes 3. Let Wi,j denote the M-bit data word associated with sinusoid j
in symbol i. 4;; and 6;; in Equation (1) come directly from the location
of W;; in the constellation, whereas the spatial frequencies n; and m; are
based on j and are determined a priori (as an example, see Table 1).

Table 1. Example basis sinusoids

j L milfiEx

jon mi fi(xy)
0[1]0]| 5(0]2] |
10 1 6/2]1]
2|1]1] 7[2]-1]
3/1 -1 81 2 b
4[2]0] 9 1 -2 N

Some interval of this symbol is then rendered to photographic
media and is eventually rescanned. This rendering and scanning proc-
ess introduces transfer function H(w,,,), or equivalently, point spread
function A(x, y). The scanned symbol, y;, can be modeled:

Yi(x,¥) = x,(x, ) *h(x, y) +n(x,y) 2

where n(x,y) is the noise. The effective radius, r, of A(x,y) indicates the
extent to which the border of any rendered and scanned symbol will be
affected by its surroundings. So, if x;(x,y) is rendered over the interval
[-r.d+r]x[-r,d+r], yi(x,y) will be indistinguishable over the interval
[0,d]%[0,d] from what it would have been had x;(x,y) been rendered
over B>. We may therefore consider y;(x,y) over the range [0,d]x[0,d] to
be one period of an infinite periodic function. The portion of x;(x,y)
rendered outside [0,d]%[0,d] is called the cyclic lﬁ)‘l:der (Figure 2).

—

r

i
Figure 2. Nominal symbol and cyclic border rendered over [-r,d+r]X[-r,d+r].

The black outline around the nominal symbol has been added only to illustrate
the extent of the cyclic border.
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The spatial frequency domain equivalent of Equation (2) is given
by

o,0)=X(o,0,)H(®,0,)+No,0,) 3)

Note that since x;(x,y) and y;(x,y) are considered to be periodic,
Xi(oy,0y) and Y(o,,n,) may be assumed to be discrete. Once H(w,,w,)
has been characterized, an estimate of Xj(w,,w,) can be found:

N(a)x’a)y)
H(o,,0,)

s _ K(wx’a)y) _

X0, 0,)= Ho.0) (4)

X(o,0,)+

The problem with this estimate is that noise is amplified for those
spatial frequencies where the magnitude of H(w, ®,) is small. Fortu-
nately, we are only interested in the N discrete frequency points where
oy = 27n/d and o, = 2amyd. (It is prudent to choose n; and m; so that
the magnitude of H(2zn/d, 2zm;yd) is large.) All that remains of the
decoding process, then, is to estimate each W;; by finding the constella-

tion point nearest X . (2any/d, 2mm;/d).

II1. Transfer Function

There are two reasons it is necessary to characterize the transfer
function (or, equivalently, the point spread function) for the system.
First, the transfer function is needed to compensate for the frequency-
dependent attenuation in the scanned image. Second, the effective ra-
dius of the point spread function is needed to determine the appropriate
width of the cyclic border. To find the transfer function, white and
black lines of various thicknesses were rendered both horizontally and
vertically using a Fujifilm LP5900 photofinisher with a resolution of
301 dpi. The photographs were then scanned using a Cannon CanoScan
9000F scanner with a resolution of 1200 dpi (Figure 3). Amplitudes of
the scanned images were analyzed to determine the spatial frequency
response of the system (Table 2).

Figure 3. Amplitude attenuation as a function of (horizontal) spatial frequency.
(2) 0.18 mm™, (b) 1.5 mm™, (c) 2 mm™', (d) 3 mm™, (¢) 6 mm".
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Table 2. Observed Attenuation (Normalized)

Frequency Amplitude

mm” rad/mm X y
0.37 2.36 0.943 0.957
1.5 9.42 0.745 0.780
2.0 12.6 0.612 0.645
3.0 18.8 0.397 0.422
6.0 37.7 0.163 0.168

Analysis of the amplitude data reveals that the frequency response
curve in x and y have the form:

2 2

H (0,)= 2.0 Z,ande(wy): ) i (5)

2
o, +0, @, T 0,

X

where ®, = 8.23 rad/mm™ and 0,0 = 8.55 rad/mm’™! (Figure 4). The
transfer function, H(w,,®,), is assumed to be separable, so it can be
obtained by

H(o,, 0,)=H (0 )H (o,). (6)

The point spread function %(x,y) is obtained by taking the inverse
Fourier transform of the transfer function (Figure 5). Analysis shows
that 95% of the volume of the point spread function falls within a ra-
dius of 0.25 mm. The cyclic boarder was therefore chosen to be 0.25
mm or 3 (photofinisher) pixels.

i

-2t

Altenuation in dB

16 i L
10° 10 10° 10
Spatial Frequency in Cycles/mm
Figure 4. Frequency response of photographic media in the horizontal (x) direc-
tion.
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0.3

Figure 5. Point spread function A(x,y)

IV. Framing

For the decoding process to work, the origin and shape of each
scanned symbol must be accurately determined. This can be a difficult
problem because of aspect and keystone distortions that may be intro-
duced by rendering and/or scanning devices. This problem can be ad-
dressed if we locate the corners of each symbol and use them to map
the distorted symbol back to a square. The corners are not difficult to
find if the symbols are framed when they are rendered. One suitable
framing technique is to surround each rectangular group of symbols
with four fixed-width borders, each having a sinusoidal intensity pro-
file.

The border sinusoids are positioned so that two full periods equal
the size (in each direction) of a rendered symbol, and the phase of each
sinusoid is such that symbols are aligned to 6=0, 4n, 8xn, etc. When a
group of symbols are scanned, horizontal and vertical lines are cast
within and generally parallel to the top, bottom, left, and right borders.
A modified Prony method is used to fit a sinusoid to the intensity of the
border along each line. However, rather than using the points that cor-
respond to 0=0, 47, 8x, etc., to find the symbol corners, a more direct
approach is to use the points that correspond to 6 = 6, 0, + 4m, 6, + 8,
etc., where

_Ar(Lr +kd)

RSN kelo.L-1.  (7)

k
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Construction lines are then formed from corresponding points in
opposite borders, and the intersections of these lines establish an LxL
grid of sample points for each symbol (Figure 6). The symbols can then
be resampled, essentially mapping them to an LxL square. It should be
noted that this technique is largely insensitive to the choice of initial
horizontal and vertical lines, so long as those lines stay within their
respective borders.

Figure 6. Locating sample points using a sinusoidal border.

V. Results

A data set of 300 bits was encoded in 10 symbols using an 8-PSK
constellation and the 10 basis sinusoids shown in Table 1. The symbols
were photographically rendered on a Fujifilm LP5900 using three dif-
ferent nominal symbol sizes: 16x16 pixels, 24x24 pixels, and 32x32
pixels. The photographs were then scanned and decoded using a Cano-
Scan 9000F. Scatter plots of )?i (27n;/d, 2mm;/d) were collected for each
symbol size to show the decoding results before discretization (Figure

7). Not surprisingly, the larger symbol sizes exhibit more coherent clus-
tering.
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Figure 7. Scatter plots of X, (2zn; /d, 2zm;/d) ij €{1...10}, (top left) 16x16
pixel symbols, (top right) 24x24 pixel symbols, and (bottom) 32x32 pixel sym-
bols

Six data points decoded from the 16x16 symbols were off by
more than 22.5° and were decoded incorrectly. However, none were off
by more than 67.5° so all six were single-bit errors. No errors were
encountered from the 24x24 and 32x32 symbol sizes. The number of
errors and the bit error rate (BER) are summarized in Table 3. The data
were further analyzed to determine the signal-to-noise ratio (SNR) and
phase angle error (PAE). The mean and standard deviation of the PAE,
along with the SNR are also summarized in Table 3. Finally, the area of
each symbol (including the cyclic border) and the bit density are in-
cluded for convenience.

Table 3. Summary of Results

Symbol | Errors BER| SNR | ppar | opar | Area | Bit density

Size (dB) (mm? | (bits/in®)

16x16 | 6/300 | 0.02 | 14.2 | - 10.4° | 3.45 5580
0.3°

24x24 | 0/300 | 0.00 | 17.1 | - 7.4° | 6.41 3000
0.9°

32x32 | 0/300 | 0.00 | 17.9 | 1.2° ] 6.8° | 10.3 1870
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VI. Conclusion

OSFC can be used to encode data on photographic media. Some
errors were observed in the most dense format tested, but the error rate
was low (2%). The bit density of the most dense OSFC format tested
(5580 bits/in?) is comparable with that of QR code (5224 bits/in’, ver-
sion 19 without error correction). This is significant, especially given
the inferior spatial bandwidth of the photographic media.
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Simple Strength of Material
Experiment to Evaluate the
Deflection of a Beam
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SUMMARY

In engineering applications, when different components such as beams,
columns, or foundations are used, they are normally designed within
certain limits. These limitations are based on the following: safety
factor, environment, loads, allowable stress, deflection, mechanical
properties of the material, etc. The design of such beams can be
complex but is intended to ensure the beam can safely carry the
required load. The purpose of this paper is to discuss the fundamentals
of beam deflection, representing the first step in a series of research
topics based in strength of materials. A simple method (integration
method) based on the load is used to evaluate the amount of deflection
and slope at the free end of beams. This analytical method is then
compared with the experimental results and discrepancies are
discussed.
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INTRODUCTION

Structures cannot be created without engineering theory, and de-
sign rules have existed from the earliest times for building structures
such as Greek temples, Roman aqueducts, and Gothic cathedrals—and
later for steel skyscrapers and the frames for aircraft. In the 17" cen-
tury, Galileo was the first to introduce recognizably modern science
into the calculation of structures; he determined the breaking strength
of beams. But with the discovery of “The Codex Madrid” in the Na-
tional Library of Spain in 1967, it was found that Leonardo da Vinci’s
work (published in 1493) had not only preceded Galileo’s work by over
100 years, but had also, unlike Galileo, correctly identified the stress
and strain distribution across a section in bending [1].

In the 18" century, engineers moved away from this “ultimate
load” approach, and early in the 19™ century, a formal philosophy of
design had been established—a structure should remain elastic, with a
safety factor on stress built into the analysis. This philosophy held sway
for over a century, until the first tests on real structures showed that the
stresses confidently calculated by designers could not actually be
measured in practice. Structural engineering has taken a completely
different path since the middle of the 20™ century; plastic analysis re-
verts to Galileo's objective of the calculation of ultimate strength, and
powerful new theorems now underpin the activities of the structural
engineer [2]. (For the history of beam deflection, refer to History of
Strength of Materials by Stephen P. Timoshenko [3].)

In some engineering problems, the maximum load may not be a
restriction, but the amount of deflection under operation is. The deflec-
tion of a beam must often be limited to provide integrity and stability to
the structure. The beams may be made from steel, aluminum, timber, or
reinforced concrete and have a cross-sectional shape that can be rectan-
gular or T- or I-shaped. The design of such beams can become complex
but is imperative for the beam to safely carry the required load.

THEORY OF DEFLECTION

In this analysis, the following assumptions are undertaken to pre-
sent the fundamental relationship between loads and deflections.

e  The beam is in a horizontal position.

e The beam support is cantilever, fixed on one end and free
on the other end.

o The weight of the beam has minimal effect on the beam
deflection.
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e The equation is valid only for beams that are not stressed
beyond the elastic limit.

o The deflection and the deflection angle of the loaded
beam are small.

The cantilever beam shown in Figure 1, under the end load P, is
deflected. The relationship between the end deflection (v4) and the
force (P) may be expressed as [4, p. 582]:

PL’
vV, =
3EI

where L is the length of the beam (m), E is the modulus of elasticity of
the solid beam (N/m’ or Pa), and I is the area moment of inertia (m*).
;

(M

ll"
A B

Elastic curve

Figure 1. Cantilever beam under an end load P [1, p. 582].

The modulus of elasticity, which is a property of the beam, is pre-
sented in Table 1 for several materials. In Equation (1), “I” is a geomet-
ric property. For a beam with a rectangular cross-sectional area, it is
defined as [4]:

1= L pp (2)
12

where b is the width of the beam (m), and h is the height of the beam
(m).

Table 1. Modulus of elasticity of common structural material [4]

Material Steel A-36 | Aluminum 6061-T6 | Brass
Modulus of

elasticity Pa (or 200x10° 70x10° 95x10°
N/m?):
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From Figure 1, the angle of deflection theta (6,,,,) is defined as [4,
p- 582]:
_PL (3)
" 2EI

where 8,,,, is measured at the end of the beam from the horizontal plane
in radians.

EXPERIMENT

Three types of material were used (steel, aluminum, and brass) for
the experiment. This experiment is not limited to the suggested beam
materials; any elastic beam may be selected to perform the experiment.
The experiment apparatus is presented in Fig. 2. It should be noted that
the apparatus was designed and constructed by the senior author for
under $200.

Clamp
Dial

Figure 2. Experiment apparatus.

Utilizing the same beams, two experiments were performed.
These two experiments are independent of each other and are described
accordingly.

Beam Deflection with Known Weight

In this section, with a known mass, the deflection and the deflec-
tion angle are measured and analytically evaluated. The procedure to
perform this part follows:
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A steel beam from Table 1 was selected.

The beam was placed (the end without the hole) horizon-
tally into the clamp, and the clamp was tightened.

The dimensions shown in Fig. 3 (length (L), width (b),
and height (h)) were measured and recorded in Table 2.
The measurements were taken three times, and the aver-
age values were used for the final calculations. Note that
“L” was measured from the center of the hole to the edge
of the clamp.

Masses were added to the free end of the beam to have
approximately 0.5 inches of deflection. The total mass
(m) was then recorded in Table 3. This task was per-
formed three times, and the average value was used for
the final calculations.

The deflection angle (in degrees) was measured using a
protractor. See Fig. 1 for definition of deflection angle
(0). This task was perfumed three times, and the average
value was used for the final calculations.

Center of the hole

Edge of clamp

Figure 3. Beam dimensions.

Table 2. Beam material, property, and dimension measurements

Material: Steel bean | Modulus of elasticity (N/m?)

Trail T ) [bm) h (m)

1 0.291 0.00255 0.0031
2 0.289 0.00256 0.0030
3 0.290 0.00255 0.0030

Average

0.290 0.00255 0.0030




262 Engineering

Table 3. Measured behavior of the beam under load P

Trial Total mass (kg) | Deflection (m) | Deflection angle (°)
1 2 0.01346 5.5

2 2 0.01348 5.0

3 2 0.0.345 5.0

Average | 2 0.01346 5.17

Analytical Approach (1)

Beam deflection with known weight utilizing the integration
method is presented in this section. These steps include:

e The average area moment of inertia using Equation (2) was
evaluated using average measurements from Table 2. The re-
sult is recorded in Table 4.

e  The total weight or force (w or P) were evaluated using

P=w=mg 4)

where P (or w) is the weight or load (Newton), m is mass (kg),
and g is the gravitational acceleration of earth (9.81 m/s®). The
result is recorded in Table 4.

6. The end deflection (v,4) was calculated using Equation (1). In
this calculation, the weight (P) evaluated in step (b) of the cal-
culation was used. The result is recorded in Table 4.

7. The 6, (at the free end of the beam) in radians was calcu-
lated using Equation (3). The result is recorded in Table 4.

Table 4. Calculated values of beam behavior under the load

Results Moment of |Weight |Deflection vA l):i‘izcg(:rlllax
inertia (m4) |(N) (m) (o)g g

Analytical  [5.737x10"" [19.62  [0.0139 4.12

Experimental |NA 19.62 0.01346 5.17

Error - - 3.17% 20.3%

Results/Analysis (1)

The experiment performed as expected with the beam undergoing
a small deflection and returning to its original shape without any per-
manent deformation. It can be seen in Table 4 that the percent error for

the deflection ¥4 is 3.17%. The percent error for the deflection angle
is 20.3%. This relatively low error shows the accuracy of the inexpen-
sive apparatus, while also proving the theory of beam deflection under
the stated assumptions. The large discrepancy seen in the deflection
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angle is largely due to the inaccuracy of the chosen measuring appara-
tus (protractor). As a beam bends, a curve is formed along the surface
of the beam. Because of the lack of linearity of the curve and fact that it
is a relatively small curve compared to the protractor used the angle
was not able to be accurate measured. Further sources of error are dis-
cussed in the “Sources of Error” sections of this paper.

Beam Deflection with Unknown Weight/Force

In this section, with the known deflection and deflection angle,
the unknown force is evaluated. The procedure to perform this experi-
ment - is as follows:

e The same beam from part (I) was selected for this section of
the experiment. Table 2 presents the dimensions.

e  The micro adjustment screw was turned clockwise (CW) until
the distance between the eyebolt and scriber (Figure 4) is 0.5
inch (0.0127 m). The final deflection was recorded in Table 5.
As before, this process was performed three times, and the av-
erage value was used in the calculation.

e  The deflection angle (in degree), utilizing a protractor, was
measured and recorded in Table 5. See Fig. 1 for definition of
deflection angle (0). This task was performed two more times,
and the average value was used for the final calculations.

Knob

Dial has tumed 5 times
(0.5 in deflection)

0.5 inch beam
deflection

Scriber
touching the
eyebolt

Figure 4. Unknown force causing 0.5-inch deflection.



264 Engineering

Table 5. Measured behavior of the beam under load P

Trial Deflection (m) Deflection angle (°)
1 0.0127 (0.5 in.) 5

2 0.0127 (0.5 in.) 5

3 0.0127 (0.5 in.) 5

Average values: 0.0127 (0.5 in.) 5

Analytical Approach (11)

e Using the deflection of 0.5 inch (1.27 c¢m), the E value
from Table 1, and the average I value from Table 4, cal-
culate the average end load (P) using Equation (1). The
result is presented in Table 6.

e Using the measured average deflection angle from Table
5, the average end load using Equation (3) is calculated
and presented in Table 6.

Table 6. Calculated values of moment of inertia and loads
Load calculation Load calculation using| Error
using Equation (1) | Equation (3)
™) ™)

Results | 17.92 23.8 33.4%

Results/Analysis (1)

The experiment performed as expected with the beam undergoing
a small deflection and returning to its original shape without any per-
manent deformation. This experiment seems to have a very large source
of error of 33.4%, because of the chosen way of measuring the deflec-
tion angle. The deflection angle was then used in Equation (3) to calcu-
late the applied load. This caused the error from the measuring to
propagate into the analytical phase of the experiments. The applied load
was not experimentally measured because the purpose of this section
was to give a comparison to the two similar equations, Equations (1)
and (3).

SOURCES OF ERROR

When performing experiments, there will always be some errors.
Sources of error might result from one or more of the following:

e Specimen fabrication. A sample was fabricated on a humid,
hot, and windy day. Then, the next sample was fabricated on a
dry, cold, and calm day. Therefore, two identical samples may
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have the same composition but behave differently if the fabri-
cation was not identical.

e  Specimen composition. When the material compositions of

e two batches of specimen are not identical, the discrepancy in
composition may cause different behavior under the same load
condition.

e  Test method. When evaluating the same mechanical properties
of a specimen, there may exist several methods, including
bending, twisting, or shearing the specimen. Therefore, if the
same method of testing is not performed, the results may be
different.

e  Operator bias. If two operators are performing the same test,
the results may be different based on their measurement accu-
racy, the time spent to perform the test, etc.

e  Calibration. If the instrument utilized to measure a mechanical
property is not calibrated, the result may not be accurate.

A large source of error in this experiment is operator bias and test
method. The experiment was performed by a human and may not have
been executed as accurately as possible. The decision to use a protrac-
tor to measure the deflection angle was not the most accurate due to the
curve of the bar as the load was applied. Because of the position of the
angle that needed to be measured the protractor was inefficient at tak-
ing the measurement. Another source of error worth noting is the
weights are not exactly as noted on the weight for example the weight
claimed to be 100 g but was later weighted at about 99.1 g.

CONCLUSION

Throughout this paper, the theory of beam deflection has been ex-
plained and used. The equations presented and the experiments done
prove the importance of knowing and understanding how beams act
under a vertical load. It shows that as beams are deflected within the
elastic limit they will return to their original shape without any perma-
nent deformation. These fundamental principles are what have literally
built our society—without the knowledge of beam deflection skyscrap-
ers would not be possible and bridges would collapse. This experiment
shows how simple it is to gain a basic understanding of the fundamen-
tals of beam deflection on a relatively low budget.
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ABSTRACT

Copper has been used for centuries as a tool, religious symbol, and
token of societal hierarchy. The use of copper has been mentioned in
some of the oldest civilization records even as early as 9000 BC in the
Middle East. Copper was the main element to bring civilization from
the Stone Age into the Bronze Age. The physical, chemical, electrical,
and magnetic properties have solidified copper’s integral place in
today’s society. Its abundance, low extraction cost, and versatility
make it an excellent material for electrical and thermal applications.
The general properties of copper will be discussed throughout this
paper, including physical, chemical, electrical, magnetic, optical,
economic, environmental, and practical applications. The discussion of
each of these properties will help to gain a broad understanding of
copper. Some of the more in-depth topics will be on copper's electrical
resistivity and its mechanical properties, in which experimental data
was gathered representing some of the important properties of copper
such as its ductility and its electrical conductivity. This paper also
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describes in detail the various properties of copper that make it useful
in our society. The research was performed in conjunction with
laboratory exercises to provide a succinct piece on the history of
copper and its uses.

A BRIEF HISTORY OF COPPER

Archaeological evidence shows that copper was one of the first
metals utilized by humans. It was used at least 10,000 years ago for
objects such as coins and trinkets in western Asia. During the prehis-
toric Chalcolithic Period (from the Greek word for copper, chalkos),
man discovered how to mine and produce copper for use in tools and
weapons. As early as 4000 BC, man extracted copper from Spain's
Huelva region. The discovery of the process for alloying copper with
tin to produce bronze led to the Bronze Age, around 2,500 BC. The
Timna Valley in Israel provided copper to the Egyptians. Papyrus re-
cords have been found that illustrate the use of copper to treat infec-
tions and to sterilize water. The Greek island of Cyprus supplied much
of the Phoenician, Greek, and Roman needs for copper. In fact, the
name "copper" is derived from the Latin word Cyprium, literally mean-
ing Cyprian metal. The Greeks of Aristotle's era were familiar with
brass as a valued copper alloy for its strength and malleability. In South
America, the pre-Columbian Maya, Aztec, and Inca civilizations made
use of copper, in addition to gold and silver. During the Middle Ages,
copper and bronze works flourished in China, India, and Japan. The
discoveries and inventions relating to electricity and magnetism of the
late 18" and early 19™ centuries by scientists such as Ampere, Faraday,
and Ohm, and the products manufactured from copper, helped launch
the Industrial Revolution and propel copper into a new era. Today,
copper continues to serve society's needs. Although copper has been in
use for at least 10,000 years, innovative applications for copper are still
being developed as evidenced by the development of the copper chip
by the semiconductors industry [1].

THE ORIGINS

The source of all copper atoms is fusion processes in large super-
giant stars [2]. Elements above iron in the periodic table are unable to
form in typical nuclear fusion reactions in stars such as the sun. Copper
is too heavy an element to form under these circumstances. It is only in
much more energetic reactions such as those in supergiant stars under-
going a supernova explosion where heavier elements such as a copper
atom form. This explosion also spreads the formed atoms across the
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cosmos. This is what our earth formed out of, creating the natural sup-
ply of elements found. The mantle of the earth is made out of a liquid
phase solution of many elements. When this mix of elements rises to
the surface, it cools and the mix becomes concentrated as some ele-
ments solidify before others. This is how veins of concentrated copper
form in the earth’s crust [3]. These veins are then mined to create the
industrial supply of copper that we use today.

PERIODIC TABLE

Copper appears on the periodic table in the transition metals in
group 11 in the “d” block. Copper has an atomic number of 29 and un-
der normal circumstances has an electron configuration of [AR] 3d'"
4s'. Usually, the transition metals are known for having a partially
filled d subshell [4]. Copper, however, has a full d subshell but a par-
tially filled s subshell. This happens because of quantum mechanical
effects that allow copper to be more stable this way. Copper also has a
few different ions but the most common of the ions is copper (II); cop-
per (I) also appears but often copper (I) will turn into copper (II) in
nature. Copper (II) has lost four electrons to become more positively
charged and is often bonded with oxygen to make copper oxide. Cop-
per (I) is also known as cupric [4].

ATOMIC STRUCTURE

Copper is a crystalline solid, meaning that it will repeat the same
structure repeatedly as it bonds with itself. The lattice structure of a
basic copper atom is face centered cubic (FCC). This means there are 6
half atoms at each face and 1/8th of an atom in each corner [5]. The
total number of atoms in the lattice structure is 4. The atomic radius, R,
is used to determine the length of the lattice structure, a. The length of
the lattice structure is most commonly used in density calculations. The
calculation of lattice length is shown as

a=2R*2 (1)

A simple laboratory exercise was conducted to visually analyze
the relationship of the atoms and lattice structure length by constructing
a scaled FCC model of gumdrop structures, as shown in Figure 1. The
atomic radius of copper was used to appropriately scale the sides of the
lattice to a correct shape.
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Figure 1. FCC structure of copper atom.

PROPERTIES

Mechanical Properties

The general mechanical properties of copper are defined as the
yield and ultimate strengths, ductility, hardness, impact resistance, and
fracture toughness. Copper is a soft metal and has a low hardness. It is
naturally soft because of its structural configuration. Copper forms me-
tallic bonds that have a sea of electrons sharing all of the excess or va-
lence electrons with other copper atoms. Because of the natural way
copper forms bonds, it has a low bond strength, making it easier to
break those bonds and reform them. This, in essence, is ductility or the
ability of copper to stretch without breaking to a certain limit.

In experiments at the Southern Utah University Engineering De-
partment, a copper specimen was placed in an Instron tensile testing
machine as seen in Figure 2. This machine was used to apply a tensile
load to the copper specimen. Because of the incremental tensile force,
the stress vs. strain relationship was evaluated (Figure 3). This figure
presents several mechanical properties of copper. It can be observed
from Figure 3 that the yield strength of copper is experimentally evalu-
ated to be 35.5 ksi and the ultimate stress is 39.05 ksi with a maximum
percent elongation of 43.87 % at failure. In summary, copper is a natu-
rally soft metal and works excellently for implementations like copper
tubing in plumbing or electrical wires in which ductility has a distinct
advantage. [6]
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Figure 2. A specimen of copper placed in the Instron machine during a tensile
test.
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Figure 3. Graph of stress vs strain of non-annealed copper under a tensile load
to failure.

Chemical Properties

Metals experience corrosion when their composition is altered by
a chemical reaction. Copper is slightly inert, which means it is not very
susceptible to corrosion. In the case of oxidation, copper forms a pro-
tective layer on the surface when exposed to water and oxygen. This
protective layer, patina, is similar to the passivity layer, which other
metals form. Patina is greenish in color, which can be seen on the
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Statue of Liberty [7]. Originally, the Statue of Liberty was a rose-gold
colored copper tone, but it has since become covered in patina, as
shown in Figure 4. This protective response to corrosion makes copper
a viable roofing material.

Figure 4. Original copper color of the Statue of Liberty [8].

Biological Effects

Copper is an essential part of a healthy diet and is vital for life. It
helps the body maintain healthy skin, brain functions, and heart health.
It aids in the development of babies during pregnancy. It can also help
in the healing of wounds. Many foods contain copper, including shell-
fish, leafy greens, nuts, meat, dark chocolate, fruit, mushrooms, beans,
avocado, and goat cheese. A deficiency of copper can lead to condi-
tions such as anemia, heart disease, osteoporosis, and arthritis. It is then
very important to get the minimum recommended amount of copper
intake of 900 mcg per day [9].

Copper Alloys

The two most common alloys of copper are brass and bronze.
Brass is an alloy of copper with zinc used as the predominant impurity.
When a brass specimen contains zinc percentages higher than 39%, the
strength increases while the ductility decreases. A common application
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of brass is ammunition casings. Bronze can be made with the impurities
aluminum, silicon, tin, or nickel. These impurities increase the ductil-
ity, which makes bronze ideal for sculpting and artwork.

Annealing

Annealing is a procedure in which a metal is heated for a length of
time. This heating allows internal stresses in the material to be released
that usually allows the material to become more ductile and reduces the
yield stress and ultimate stress. Copper is already an extremely ductile
metal, and after annealing, it is even more so. An experiment was con-
ducted to measure the effects of annealing on copper’s ductility,
strength, and hardness. A summary of the results will be included in
this report and the laboratory report detailing the procedures and proc-
ess is available per request from the lead author of this paper.

As is shown in Figure 5, if copper is heated to half of its melting
temperature for 40 minutes, it will become more ductile than it had
originally been. The yield stress and ultimate stress were decreased
dramatically. It was also observed that the annealed copper had an
overall change in length of 1.63” and the nonannealed copper had an
overall change in length of 0.935”.

Stress VS % Elongation

a0 /

Figure 5. Graphical comparison of the annealed (lower right curve) and the
nonannealed copper (upper left curve).

Electrical Resistivity

The ultimate use of copper is in electrical applications because it
is highly conductive. Electrical conductivity is a material’s ability to
transfer electrical energy. Copper is a good conductor because it forms
metallic bonds, which are essentially an electron cloud. This type of
bond makes it easier to transfer energy.



274 Engineering

The resistivity, which is the inverse of conductivity, describes a
material’s inability to conduct electric current. The resistance, R, cross-
sectional area, 4, and length, /, can be used to determine the resistivity
as

_R*A @)
L

Copper typically has low resistivity, but a laboratory experiment
was conducted to test the change in resistivity with changing tempera-
tures in a 50-cm length of 14 Ga copper wire. The resistance was tested
at five temperatures: -34°C, 0°C, 18°C, 100°C, and 200°C. A constant
current was passed through the wire, and the voltage was measured
using a multimeter. The current, /, and voltage, V, were used to derive
the resistance.

V=I+R 3)

The laboratory results are shown in Table 1. Figure 6 reveals that
the resistivity increases with increasing temperature. A slight discrep-
ancy can be seen between experimental values and reference values,
but this can be attributed to equipment with insufficient measuring ca-
pabilities and the small amount of data points collected. The resistivity
increases with temperature because the heat energy applied to the wire
causes electrons in the copper atoms to become excited into the elec-
tron cloud. The increase in electrons in the electron cloud creates inter-
ference, which makes it more difficult for the current to pass through
the wire.

Table 1. Experimental and reference resistivity values

Temp Found Resistivity |Reference Percent
Tested (°C) |(22*m) Resistivity (2*m) |difference
-38 1.52E-08 1.26E-08 21%

0 1.67E-08 1.49E-08 -12%

18 1.73E-08 1.60E-08 -8%

100 2.04E-08 2.11E-08 3%

200 2.29E-08 2.73E-08 16%
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Figure 6. Experimental resistivity vs. reference resistivity.

Thermal Properties

Copper has some excellent thermal properties that make it ideal to
use as heat sinks and radiators. The thermal conductivity of copper
comes from its sea of electrons. Copper has two valence electrons that
are free to move about from one copper atom to another copper atom
[4]. This allows copper to pass energy rather quickly. The passing of
energy comes from physical contact. As the electrons run into one an-
other, they pass energy, which copper does very well. Figure 7 shows
that as copper increases in temperature its thermal conductivity goes
down. At first, an increase is observed, but then it will rapidly start to
drop off. This effect is due to the sea of electrons. You can think of it
like table soccer; the more people on the “field,” the harder it is for the
ball to move from one end to the other. When there is just the right
number of players on the field, you will run into them and pass the en-
ergy on, but when the small field is packed full, you now have more
interference than you have the actual passing of energy. The same thing
happens as copper heats up. At first, its movement of energy increases
and then eventually it reaches a point where chaos reigns and becomes
more of an interference than a help.

As energy flows through the material, the atoms become excited
and expand the radius of orbiting electrons resulting in an actual meas-
urable change in the size of the copper bar. The coefficient of thermal
expansion of copper is

1
17*10°°(—).
(OC)
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This coefficient of expansion is a measurement of the volumetric
change in size per °C. To understand the use of the thermal expansion,
Eq. (4) is given, where AL is the change in length, L is the original
length, € is the change in length over the length, a is the coefficient of
thermal expansion, and AT is the change in temperature.

&zszaAT 4)
L

This equation helps us understand how much copper will expand
with the change in temperature. From here the equation can then be
connected to things in design applications. Imagine if a train track is
designed without considering the expansion of steel as it heats up. The
end result will be buckling of the track as it will expand and have no
place to go but to bend. Copper is a metal and will expand as it heats
up, and this will need to be considered if it is to be used under large
temperature changes [10].
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Figure 7. Thermal conductivity of copper [4].

Uses for Copper

Because of copper’s excellent conductivity of thermal and electri-
cal energy, it has many applications. The most common application,
with 60% of industrial consumption, is in electronics and electrical
wire. The next most common usage is in roofing and plumbing, with
20% of total copper consumption. Copper is great for these purposes
because of its corrosion properties. Copper accumulates a patina layer,
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which slows corrosion considerably. It is also useful in plumbing for its
thermal conductance for heat sinks and radiators. Usage in industrial
machinery makes up 15% of copper’s total consumption. The final 5%
of copper usage is in making alloys such as brass and bronze [4].

Fabrication

The fabrication of copper is an old art form that has been refined
over millennia. There are many ways to work with copper, and in the
beginning, they did a lot of smelting or the melting down of copper and
then using a mold of sand or clay to form the copper [4]. Types of fab-
rication include hot work, cold work, forging, rolling, extruding, cast-
ing, welding, and machining. Because copper is a relatively soft metal,
it is easy to work, making it a prime metal to use in most fabrication
techniques. The desired mechanical properties and functionality will
determine the way to fabricate the copper. Even after copper has been
formed, it is still vulnerable to physical damage or chemical damage.
To prevent damage, copper should be stored properly based upon its
later application.

Economics and Environment

When you consider the cost to benefit ratio of copper, it is an ex-
tremely economical material. Other materials with similar properties as
copper, such as silver, are very expensive to produce or not as common,
which increases the cost of those materials [12]. As discussed, copper
has excellent thermal and electrical properties, which make it great for
the use in wires, plumbing, and heat sink applications. There is an in-
credible amount of electronics use in our current world. All of these
electronics—whether it is wire or motherboards or heat sinks—use a lot
of copper. If all of that copper was replaced with silver, the cost of a
cell phone would be tremendously more. Similarly, in welding
applications, the welding leads are copper wires and they are usually
hundreds of feet long. The efficiency of copper with its relatively low
cost of production and its abundance make it an amazingly economical
material. Although some metals become toxic when left in scrapyards,
copper and its alloys do not. It is considered biodegradable because it
can wear down over long periods of time. Pure copper can be recycled
to use in the production of superfine enameled wires [4]. The purity
requirements for power cables are slightly less than those of enameled
wires, so more recycled copper may be used in this application. Other
applications that do not require high conductivity, such as plumbing
tubes and roofing sheets, will recycle less pure specimens of copper.
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CONCLUSION

In summary, copper is an important element of nature and hu-
mankind. It has many unique properties that distinguish it among the
other metals and prove its usefulness. Its abundance in nature and its
recyclability create a large supply and cheap production cost. Its con-
ductance of thermal and electrical energy makes it a staple in modern
electronics and thermal applications. The ductility makes it easier to be
worked and machined and also allows it to be used in many applica-
tions, such as wires, where high elasticity is desired. The slow corro-
sion makes it useful in many environments in which it needs to
maintain structural integrity. In addition to modern usage, copper has
been an icon for mankind’s progression and domestication of nature. It
has held reverence in many cultures because of its accessibility, worka-
bility, and brilliant appearance. In short, it is an important material in
past, present, and future.
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Abstract

Dewetting (the contraction of a thin film into droplets on a substrate)
may be used to self-assemble nanoparticles. Understanding how to
direct the assembly of nanoparticles from dewetting is critical to
effective application of the method. In previous work, it was found that
adding a capping layer over the film alters the final morphology of
nanoparticles. Choosing cap and substrate substances that have
certain potentials with the film is a possible technique to control
dewetting. We studied the effect of changing these potentials in various
combinations with the aid of molecular dynamics (MD) simulations.
The size and characteristics of the nanoparticles formed were analyzed.
We found that the higher energy surface, whether the substrate or cap,
dominates dewetting. We also found that the higher energy potentials
caused smaller nanoparticles to form or even to keep the film wet to the
surface.
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Introduction

Nanoparticles on a surface have a variety of applications. These
include, but are not limited to, chemical and light sensors, chemical
reaction catalysis, photonics, and communication systems. Many appli-
cations benefit from nanoparticles having high surface area—to-volume
ratio, being in close proximity to other nanoparticles, and having a
well-defined and uniform size.

Techniques for creating these structures vary and have various in-
dividual advantages. Fabrication procedures that achieve any consider-
able level of accuracy are often time and resource intensive. Direct-
write nanofabrication [1-3] is a state-of-the-art process that allows for
ultimate resolution and three-dimensional patterning. However, along
with being time and resource intensive, this technique also deposits
impurities in structures because of the chemical radicals required for
deposition.

Directed self-assembly provides a possible lower-cost method of
nanofabrication. A phenomenon known as dewetting is a possible can-
didate to control nanoparticle distributions via self-assembly. Dewet-
ting is the process of a film on a surface rupturing to form droplets.
Stimulating dewetting requires simply adding energy to the system,
such as by a hot plate or a pulsed laser. Many studies, including the
work of Fuentes-Cabrera et al. [4], have been done on controlling the
phenomenon of dewetting for directed self-assembly. A study per-
formed by White [5] explored the effects of a capping layer on the final
morphology of nanoparticles formed by dewetting gold and nickel
films. That study showed opposing trends for nickel and gold. Nickel
nanoparticles became smaller with a cap while gold nanoparticles grew
with a cap.

The current work focuses on the strength of the interactions of the
film with both substrate and cap. We are studying the effects of varying
these parameters on the nanoparticles formed. The goal is to identify
trends and driving factors to inform choice of substrate, film, and/or
capping layer based on design constraints for a specific application.
Molecular dynamics (MD) simulation is utilized to study these effects.
It provides a relatively quick and inexpensive method that can give
insight into the process.

Methodology

MD simulations are performed using the large-scale
atomic/molecular massively parallel simulator (LAMMPS), a classical
MD code provided by Sandia National Laboratory [6]. Silica (SiO,) is
chosen as the substrate, gold (Au) as the film, and alumina (AL,O;) as
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the capping layer. These material choices were based on the experimen-
tal work of White [5]. The silica is formed using its quartz lattice [7].
Alumina is formed with its sapphire structure [8]. Gold is the simplest
to form as it has a basic face-centered cubic (FCC) lattice. The silica
substrate dimensions are 310x310 A with a thickness of 5.405 A,
which is one silica unit cell thick. The gold layer is placed 3.546 A
above the substrate. The separation is used to prevent violent starting
behavior from atoms being placed too close. The gold film is 306x306
A with a thickness of 4.080 A, the thickness of one gold unit cell. The
alumina cap is placed above the gold with the same 3.546 A offset. The
alumina cap dimensions are identical to those of the silica substrate.
Figure 1 shows a schematic of the system domain.

Capping Layer (Alumina)

Film (Gold)

Substrate (Silica)

Figure 1: Basic system diagram

The force fields for each layer are well known and have been pub-
lished in forms compatible with LAMMPS. The interactions between
atoms in the substrate are described with a Tersoff potential [7]. Gold
to gold interactions are described with an embedded atom method
(EAM) potential [9]. Interactions within the capping layer are defined
by a kind of EAM potential modified for alloys [8]. The alumina and
gold potentials are included with the LAMMPS software package.

The potentials between atoms in different layers are not as estab-
lished and provide the variable for this study. Other than the in-layer
potentials described previously, all other atom interactions are de-
scribed using a Lennard Jones (LJ) potential. The LJ potential style
uses a relatively simple calculation of atom interaction energy. It re-
quires two parameters: an energy constant that describes the depth of
the potential well and the corresponding magnitude of interaction en-
ergy (¢), and a distance constant that describes the weakening of inter-
action energy as atoms become further apart (). As our focus is on the
effect of substrate and capping layer interactions with the film, the ¢
between silica and alumina atoms is set to 0.00028 electron-Volts (eV),
a comparatively low value, to minimize the effect of their interactions
on the dynamics of the simulation. The ¢ for interactions of substrate
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atoms and gold atoms and the € for interactions of capping layer and
gold atoms are changed in different combinations for each simulation.
Table 1 details the & values used, which were obtained from Fuentes-
Cabrera et al. [4]. The o for each interaction was also obtained from
Cabrera et al. [4], although they are not the focus of this study. Note
that because the LJ parameters are arbitrary and not based on the actual
materials in the system, the simulations do not accurately depict a SiO,-
Au-AlyO;5 dewetting system. Rather, the simulations provide means for
study of how dewetting characteristics change with interaction energy.

Table 1: Energy parameter (€) values used for LJ potentials in
MD simulations

e (L) 0.086092 eV
en (M) 0.17240 eV
en (H) 0.25895 eV

Simulations are run both with and without a capping layer. Only
one simulation is run with no cap, using ¢ for silica-gold interaction.
The results from this simulation are compared with those from the
capped simulation with g at both surfaces to see the effects of a cap.
Nine simulations are run with a cap to account for all combinations of
silica-gold and alumina-gold interaction energies. The values of ¢ for
these simulations will be referred to by two-letter acronyms, with the
silica-gold € coming first. For example, the simulation using & for the
silica-gold potential and ey for the alumina-gold potential is the MH
simulation.

Each simulation has a few fixes applied. A fix is an integration
scheme that LAMMPS uses to update various quantities, such as posi-
tion and velocity, associated with each atom. An NPT fix (constant
number of atoms, constant pressure, and constant temperature) is ap-
plied to the gold film where the temperature and pressure are held con-
stant to 1400 K and 0 bar, respectively. The substrate and cap are not
included in this fix as the dewetting of the gold film is the focus of the
simulation. The substrate and cap atoms are assumed to remain in their
original lattice positions. To be complete, fixes imitating gravity are
applied to the film and capping layer.

LAMMPS has the option to produce images of the simulations at
various time steps. We produce a grayscale image for each simulation
at its last time step. This image is taken from the top of the system. The
grayscale image only includes the gold atoms. This permits a clear
view of the dewet nanoparticles. An example set of images that demon-
strate the time evolution of the dewetting process are shown in Figure
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2. These images are then processed through a nanoparticle analyzer
code for MATLAB [10]. The code extracts nanoparticle (NP) radius
(our NP size parameter) and spacing data via image processing tech-
niques. Our focus will be the size data; we will not discuss the spacing
data in this study.

0 ns 0.2 ns

0.4 ns 0.6 ns

Figure 2: Time progression of a thin film (blue atoms) dewetting on a substrate

Some simulations produce several “xyz” files containing position
data for the gold atoms for use in a molecular visualization program.
The visualization software RasMol [11] is used to study the final mor-
phology of the gold nanoparticles. Qualitative understanding of the
dewetting process and mechanisms is thus extracted.

Comparison of results from all 10 simulations exposes effects of
different potential combinations, as well as effects of the capping layer.
The data also shows the possibilities and processes of using dewetting
as a directed self-assembly method.
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Results and Discussion

LvsLL

The results of the uncapped L and the LL simulations are funda-
mentally different. This agrees with the finding of White [5] that the
cap alters the size and distribution of the dewet nanoparticles. See Fig-
ure 3 for a comparison of images from both simulations. Although both
simulations involve only g;, the cap causes the nanoparticles in the LL
simulation to evolve unlike those in the L simulation.

Figure 3: Comparison of L and LL images

H Potentials

When the gy interaction was involved, either from the substrate or
the cap, very little dewetting occurred. The atoms mostly stayed sepa-
rate, and few particles were formed because of the surface energy re-
maining near equilibrium. There was so little dewetting that the
nanoparticle analyzer program could not accurately detect the few par-
ticles there were. For this reason, we will not include any size data for
simulations involving the gy interaction.

Perhaps the nanoparticles need more time to develop with higher
energy interaction. To test this hypothesis, we ran the final simulation,
HM, for 30 ns, while other simulations were run for 10 ns at most. (See
Figure 2 for the general time evolution of a dewetting film.) Again,
however, there were few partic